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1. Introduction

The representation of shape remains one of the most difficult problems in computer vision. Various methods have been developed in order to represent shape in an abstract and efficient way while still preserving important shape feature. The most interesting methods may be classified as follows:

- Part-based methods where silhouette is decomposed into parts. Different criteria have been proposed: limb and neck [40], optimization of the convexity of all parts [34] and morphology criteria [26,31]. In [45] shape is decomposed into union of meaningful convex subparts by a recursive scheme. The shape of each subpart is approximated by a morphological dilatation of basic structuring elements. Constrained morphological which recursively performs decomposition scheme for shapes is used in [16]. In [23], morphological set operations are used to represent and encode a discrete binary image by parts of its skeleton.

- Aspect-graph methods are viewer-centered representations of a three-dimensional object. The underlying theory was introduced by Koenderink and Doorn [18] who observed that while for most views a small change in the vantage point of an object results in small change in the shape of the projection of that object, for certain views the change in projected object shape is dramatic. These unstable views represent a singularity in the visual mapping or a transition. They suggested that a derivation of such transition boundaries is a good representation of the object.

We propose in this paper a method for textual description of shape. In the first, we propose a part-based method for the decomposition of outline shape into parts and separating lines. These elements are described geometrically and written with a structured text. In the next we propose the representation of shape by a tree structure where nodes are the internal regions, and arcs correspond to the inclusion relation between these regions. The tree structure is translated to a structured text where is associated for each node a set of attributes such as the description of the outline region, its color and its position. A set of applications of this descriptor are proposed. We show how to decode and visualize the shape from its descriptor and how to retrieve a shape query using shape database. To do this, a shape similarity is defined and extracted directly from the descriptor.

Experiments conducted over real images of various silhouettes and shapes are presented and discussed.

The stable views, also called general views, are what define an aspect. In [10], Cyr and Kimia propose an aspect graph representation of an object where edges of the graph are the transitions between two neighboring stable views and a change between aspects in called a visual event.

- Methods that use the medial axis of silhouettes. Zhu and Yuille in [47] propose flexible object recognition and modeling system where shape representation is based on medial axis extraction and part segmentation using deformable circles. In [35], Ruberto proposes to represent the medial axis characteristic points as an attributed skeletal graph to model the shape. Shape has been also represented by an axis trees (S-A-trees) [14].

- Methods based on the shock graph that is an emerging shape representation for object recognition, in which a 2D silhouette is decomposed into a set of qualitative parts, captured in a directed acyclic graph [41]. Sebastian et al. [36] use a graph structure for shape representation where shocks with isolated point topology are nodes and those with curve topology are links.

- Methods using graph for shape representation: concavity graph that is a directed graph with a unique root for representing single as well multi-object images. For Badawy and Kamel in [3] five types of nodes in the graph representing five types of conceptual or logical regions: objects, concavities, holes, multiple objects and nodes representing multiple holes. In [22], images as well as stored models are represented as graphs whose vertices correspond to object corners and whose edges correspond to outlines connecting corners in the image.

- Approximation of outline shape by 2D features. Grosky and Mehrbrot in [15] have approximated shapes as polygonal curves: for each vertex, a local feature is defined by considering the

* Fax: +213 21 24 76 07.
E-mail addresses: slarabi@usthb.dz, slimane.larabi@lifl.fr

1047-3203/$ - see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jvcir.2009.08.004
internal angle at the vertex, the distance from the adjacent vertex, and the vertex coordinates. Petrakis et al. in [30] have approximated shapes as a sequence of convex/concave segments between two consecutive curvature points. Concave and convex sections are used in [28] that use a set of segmented contours fragments broken at points of high curvature. The longest curves are selected as keys curves, and a fixed-size template is constructed. The template represents not just the keying fragment but all portions of other curves that intersect the square. Cronin in [9] present a new method based on concavity code to partition a digital contour into concave and convex sections and labels each point with a string.

- Methods based on the reference points of outline shape. Mokhtarian and Mackworth present in [25,26] propose a multiscale curvature-based shape representation technique for planar curves. In [39] set of reference points such as corners and bi-tangent points which are stable under the various transformations are used to represent shapes. Shape is partitioned at points where the shape curvature is minima. These points identify tokens that correspond to protrusions of the curve and can be used as signature [6].

- Methods based on the attributes of outline shape. In [2], silhouette is described with one dimensional descriptor, which preserves the perceptual structure of its shape. The proposed descriptor is based on the moments of the angles between the bearings of a point on the boundary, in a set of neighborhood systems. At each point of the boundary, the angle between a pair of bearings is calculated to extract the topological information of the boundary in a given locality. In [5], shape is represented directly by its contour in term of the angle from the centroid and normalized radial length. This method produces a numeric result and preserves the shape information. Shape is also represented by invariant points obtained using properties that are preserved under projection, such as tangency [29], Sethi et al. in [38] propose a method for detecting the silhouette curve, computing its pedal curve (defined as the set of its tangent lines) and constructing its signature.

- Method based on the shape context introduced to describe the coarse distribution of the rest of the shape, with respect to a given point of the shape [4].

- Appearance-based methods proposed initially by Murase and Nayer [27].

A review of shape representation methods can be found in [7,46].

Even if each one of the proposed method for shape representation verifies some or all properties required in computer vision applications such as structure preserving, invariance to rotation, translation, scale change, easiness in computation . . . nevertheless, the proposed silhouette descriptors are numerical value organized as a list or graph structure. In order to homogenous all databases of shapes models and to offer accessibility to all users, a common and compact format of representation is recommended. In addition to known criteria of any representation of shapes, this format must be easy to index, easy to compare and efficient for computation and storage.

Our aim in this paper is to propose a shape representation method verifying the above recommendations. Firstly, we propose a part-based method for silhouette representation that decompose silhouette into parts and partitioning lines and describe these elements geometrically. An XML version of the language LWDDOS (Language for Writing Descriptors of Shapes) published in [19] is proposed allowing a textual writing of silhouettes description with XML syntax. Silhouette associated to the image of object is not sufficient in many cases for recognition of object. Internal regions to the main silhouette are fundamental and must be included in shape representation. Felzenszwalb and Huttenlocher in [13] consider that an object is modeled by a collection of parts arranged in a deformable configuration. Each part encodes local visual properties of the object, and the deformable configuration is characterized by spring-like connections between certain pairs of parts. This method allows finding features such as eyes, nose and mouth, and the spring-like connections allow for variation the relative location of these features. For people, the parts are the limbs, torso and head, and the spring-like connections allows for articulation at the joints.

A new method for image representation based is proposed in [43] where Tu et al. presented a Bayesian framework for parsing images into their constituent visual patterns. Image parsing is defined as the task of decomposing an image into its constituent visual patterns. The output is represented by a hierarchical graph. The shape is first divided into many regions at a coarse level. These regions considered as shapes are further decomposed into different regions in the second level and so.

Our second contribution in this paper is the proposition of new method for shape representation and description using both the outer contour and the interior regions. The basic principle of image representation of Tu et al. [43] is also used in our method.

We assume that shape may contain internal regions. These regions may also contain internal regions, and so. Shape is decomposed at a coarse level into its constituent internal regions. Each one is considered as a shape and recursively is decomposed into regions in the second level and so. The output is represented by a tree structure translated using a new textual marked language noted XLWDS (XML Language for Writing Descriptors of Shapes) into XML description.

Compared with existing part-based representations, the proposed scheme can provide the following properties:

- Uniqueness, invariance to translation, rotation and scale change.
- Coding of shapes with text following XML language.
- Reduced size of computed description.
- Easiness for index extraction and comparison.
- Preservation of perceptual structure with loss of information.
- Coding and visualization of images for multimedia applications.

This paper is organized as follows: In Section 2 are presented the part-based method for representing objects from their silhouettes and the XML language XLWDDOS allowing writing their descriptors. Section 3 introduces a new description method of shapes taking into account the internal regions and followed by the XML language noted XLWDS (XML Language for Writing Descriptors of Shapes). In Sections 4 and 5 are presented the properties of proposed descriptors and their applications such as shape reconstruction for image visualizing and shape retrieval using shapes database. In Section 6, the results of experiments conducted over artificial and real images are presented and discussed. Finally, Section 7 concludes this paper.

2. A part-based method for outline shapes description

2.1. Basic principle of the method

Let:

- \((S)\) be a silhouette that is assumed extracted from the background of the image.
- \((RM)\) be the rectangle of minimum area encompassing the silhouette \((S)\) (see Fig. 1).
- \((OXY)\) be the coordinates system attached to \((RM)\) so as \((O)\) corresponds to the highest left corner of \((RM)\), the X-axis and Y-axis are associated, respectively, to the width and the length of \((RM)\).
\[ (X_Q, Y_Q) \text{ be the X- and Y-coordinates of any point } Q \text{ of the outline contour of the silhouette relatively to the system } (OXY). \]

\[ f_X(Q) = X_Q \text{ and } f_Y(Q) = Y_Q. \]

Four kind of concave points may be located onto the contour boundary of any silhouette \((S)\) (see Fig. 2):

- Concave points \(Q\) so as \(f_X(Q) = 0\), these points will be noted \(M_i\).
- Concave points \(Q\) so as \(f_Y(Q) = 0\), these points will be noted \(N_i\).
- Concave points \(Q\) so as \(f_X(Q) = 0\) and \(f_Y(Q) = 0\), these points will be noted \(M_i\) and \(N_i\).
- Concave points \(Q\) so as \(f_X(Q) \neq 0\) and \(f_Y(Q) \neq 0\).

We define:

- The separating lines \((A_i)\) as the line passing by the concave point \(M_i\), parallel to the Y-axis, and appertaining only to the silhouette \((S)\).
- The separating line \((A_i')\) as the line passing by the concave point \(N_i\), parallel to the X-axis, and appertaining only to the silhouette \((S)\).

From this definition, the set of lines \((A_i)\) decompose the silhouette \((S)\) into parts following the X-direction (see Fig. 3) and the set of lines \((A_i')\) decompose the silhouette \((S)\) into parts following the Y-direction (see Fig. 4).

When many concave points \(M_i\) (or \(N_i\)) appertain to the same separating line, the separating process is identical. Fig. 5 illustrates an example of this case.

We call junction line the separating line followed by a single part and preceded by many parts and we call disjunction line the separating line followed by many parts and preceded by a single part.

The result of silhouette decomposition is then a set of parts, junction and disjunction lines. The uniqueness of the rectangle of minimum area encompassing the silhouette implies that the uniqueness of the proposed separating pattern.

However, often silhouettes may have the same decomposition; the difference is then performed using the geometry of external contours of parts and the disposition of parts relatively to the partitioning lines. We show in the next subsection how these elements are described.

### 2.2. Geometric description of parts

The boundary of any part is decomposed into left and right boundary. Depending on the part position, the two extremities of each boundary are given in Table 1 and illustrated on the example of Fig. 6.

The part is then described by its reference number (apparition order) and the geometry of its two boundaries.
2.2.1. Boundary decomposition into elementary contours
To segment the boundaries of parts into elementary contours, we use the points of high curvature.

Many algorithms have been proposed in the literature. Each one inputs a chain-coded curve that is converted into a connected sequence of grid points \( p_i = (x_i, y_i), i = 1, 2, \ldots, N \).

A measure of corner strength is assigned to each point, and then corner points are selected based on this measure [21].

The results of boundaries decomposition depends of the selected curvature algorithm.

Chetverikof’s algorithm [8] is selected in our implementation because it verifies better the performance evaluation criteria of corner detectors than other algorithms (see Appendices A–C). These criteria are:

- Selectivity: The rate of the correct detections should be high; the rate of the wrong ones should be low.
- Single response: Each corner should be detected only once.
- Precision: The positions of the detected corners should be precise.
- Robustness to noise.
- Easy setting of parameters: Given a new task, it should be easy to tune the parameters to this task. Ideally, different categories of shapes should be correctly processed with no need to significantly modify the parameters.
- Robustness to parameters: Minor changes in parameters should not cause drastic changes in performance.
- Speed.

An elementary contour is described by the following parameters (see Fig. 7):

- Type that may be: line, convex curve or concave curve.
- Degree of concavity or convexity of the curve. The degree of a curve \((C)\) is computed as the ratio of \(d\) and the distance of the correspondent chord of \((C)\), where \(d\) is the maximum of distances from points on the curve to associated chord
- Angle of inclination of the line or the curve. This angle is defined by the line joining the two extremities of elementary contour and the X-axis in case of Y-decomposition or the Y-axis in case of X-decomposition.
- Length of the line or the curve computed as the number of rows (or columns in case of horizontal primitive) between its two extremities.

### Table 1

<table>
<thead>
<tr>
<th>Position of the part</th>
<th>Left boundary</th>
<th>Right boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Beginning point</td>
<td>End point</td>
</tr>
<tr>
<td>A separating line follows the part</td>
<td>The highest left point</td>
<td>The ultimate point of the left boundary before the separating line</td>
</tr>
<tr>
<td>A separating line precedes the part</td>
<td>The first point of the left boundary after the separating line</td>
<td>The Lowest right point of boundary part</td>
</tr>
<tr>
<td>A first separating line precedes the part and a second separating line follows it</td>
<td>The first point of the left boundary after the first separating line</td>
<td>The ultimate point of the left boundary before the second separating line</td>
</tr>
</tbody>
</table>

**Fig. 5.** Case where many concave points appertains to the same separating line (a) the silhouette \((S)\), (b) the X-decomposition of \((S)\), and (c) the Y-decomposition of \((S)\).

**Fig. 6.** Boundaries of parts.
2.3. Geometric description of separating lines

In order to describe the position of each part onto the separating line, we decompose this line into segments. Each one of these segments is described using three parameters (see Fig. 7):

- **Type of the segment**: it may be **Shared** if it joins two parts, **Free-High** if it follows only the high part or **Free-Low** if it appears only before the low part.
- **The reference numbers** of parts that it joins.
- **The length**.

Each separating line (junction line \((J_i)\) or disjunction line \((D_i)\)) will have the following description:

\[
\text{[(Type, ReferenceNumber1, ReferenceNumber2*, Length)], (Type, ReferenceNumber1, ReferenceNumber2*, Length)$_2$,} \\
\text{...} \\
\text{(Type, ReferenceNumber1, ReferenceNumber2*, Length)$_k\text{),} }
\]

where \(k\) is the number of segments, **ReferenceNumber2** appears only in case where type of segment is shared.

We describe for example the junction line of Fig. 8 as follows:

\[
\text{[(Free-High, Part2, Value1)], (Shared, Part2, Part3, Value2),} \\
\text{(Shared, Part1, Part3, Value3), (Free-Low, Part3, Value4)), where} \\
\text{Value1, Value2, Value3, Value4 are, respectively, the length of the} \\
four segments of the junction line.
\]

2.4. An XML language to write the description of outline shapes

In the literature, the use of XML language for coding shapes has been proposed but only for describing particular shapes. In [44], Yu et al. propose a set of coordinates \((x, y)\) written following XML format to represent drawn shapes. The XML language is also used for the description of specific shapes (square, rectangle, etc.) in the SVG format of images.

The writing with XML language of images descriptions facilitates the database of images the communication with different systems. It permits also the easy extraction of image information from the XML file for database indexation.

In [19], Larabi et al. have proposed a marked language LWDOS writing descriptors of outline shapes. We present in this section the XML syntax of this language. We give firstly the set of rules allowing the writing of description of parts and separating lines. We introduce after the notion of composed part that allows expressing all components of the silhouette.

2.4.1. Description of silhouette elements

2.4.1.1. Description of parts. The part is defined by its reference number and the geometry of elementary contours of the left and right boundaries. Its description is written as follows:

\[
\text{Part → <P PartNumber> Left boundary Right boundary </P} \\
\text{PartNumber> LeftBoundary → <L> Contour$_1$ … Contour$_n$ </L> } \\
\text{RightBoundary → <R> Contour$_1$ … Contour$_m$ </R> } \\
\text{Contour → cv Convexity-degree Inclination-angle Length/} \\
\text{cc Concavity-degree Inclination-angle Length/} \\
\text{r Inclination-angle Length }
\]

where

- **PartNumber** is a set of characters indicating the reference number of the part.
- **<P PartNumber>, </P PartNumber>** are the marks indicating the beginning and the end of the part whose number is PartNumber.
- **<L>, </L> and **<R>, </R>** are the marks indicating the beginning and the end of, respectively, the left and right boundary.
- cv, cc, r indicate, respectively, convex, concave, and right contour.

For example, the text: <P1><L>cc 25 90 40</L> <R>r 180 40 r 90 40</R></P1> corresponds to the description of part 1 where its left boundary is composed by a concave contour with 25% as degree of concavity, 90° of inclination and 40 pixels as length. Its right boundary is composed by an horizontal contour oriented right (180° of inclination), 40 pixels as length followed by a vertical contour (90° of inclination) with 40 pixels as length.

2.4.1.2. Description of separating lines. The separating line that may be a junction or disjunction line is described as follows:

\[
\text{Junction line → <J JunctionNumber> Segment$_1$ … Segment$_n$} \\
\text{<J JunctionNumber> Disjunction line → <D DisjunctionNumber> Segment$_1$ …} \\
\text{Segment$_m$} \\
\text{<D DisjunctionNumber>}
\]

where

- **<J JunctionNumber>** and **<D DisjunctionNumber>** are the marks indicating the beginning and the end of, respectively, the junction and disjunction lines.
- **Segment**, \(s\) High-Part-Number Low-Part-Number Length/
- **w** Low-Part-Number Length/
- **h** High-Part-Number Length/
As, P3 is the main part in the two composed parts, we applicate then the rule 2 and we obtain the descriptor of the shape:

\[
\text{<J1> } s P1 P3 57 w P3 2 s P2 P3 47 \text{ </J1>}
\]

Also, the separating lines are partitioned into elementary contours and their computed description are:

\[
<\text{P1}> r 33 4 c v 8 80 112 <\text{/L}> r 171 7 c v 9 102 115 <\text{/R}> <\text{/P1}>
\]

\[
<\text{P2}> r 8 7 c v 3 32 53 <\text{/L}> r 176 18 c v 14 138 35 r 95 10 r 82 8 <\text{/R}> <\text{/P2}>
\]

\[
<\text{P3}> r 98 14 c v 42 97 121 r 165 10 <\text{/L}>
\]

\[
<\text{P4}> r 62 17 c v 36 89 108 r 113 9 r 105 11 <\text{/R}> <\text{/P3}>
\]

\[
<\text{P5}> r 105 26 r 100 21 r 124 20 r 158 4 r 180 4 <\text{/L}>
\]

\[
<\text{R}> c v 8 86 47 c v 7 50 22 r 18 6 <\text{/R}> <\text{/P5}>
\]

These rules concern all possible combinations, any other combination not may occur.

After the partitioning of the shape of Fig. 11 into parts and separating lines, the outline of each one of the parts are partitioned into elementary contours and their computed description are:

\[
<\text{P1}> r 33 4 c v 8 80 112 <\text{/L}> r 171 7 c v 9 102 115 <\text{/R}> <\text{/P1}>
\]

\[
<\text{P2}> r 8 7 c v 3 32 53 <\text{/L}> r 176 18 c v 14 138 35 r 95 10 r 82 8 <\text{/R}> <\text{/P2}>
\]

\[
<\text{P3}> r 98 14 c v 42 97 121 r 165 10 <\text{/L}>
\]

\[
<\text{P4}> r 62 17 c v 36 89 108 r 113 9 r 105 11 <\text{/R}> <\text{/P3}>
\]

\[
<\text{P5}> r 105 26 r 100 21 r 124 20 r 158 4 r 180 4 <\text{/L}>
\]

\[
<\text{R}> c v 8 86 47 c v 7 50 22 r 18 6 <\text{/R}> <\text{/P5}>
\]

Also, the separating lines are partitioned into segments and their computed description are:

\[
<\text{J1}> s P1 P3 57 w P3 2 s P2 P3 147 <\text{/J1}>
\]

\[
<\text{D1}> h P3 27 s P3 P4 50 h P3 2 j P3 P5 66 <\text{/D1}>
\]

We write all composed part:

\[
\text{CPD1} \rightarrow <\text{CP}> P3 D1 P4 P5 <\text{/CP}>
\]

As, P3 is the main part in the two composed parts, we applicate then the rule 2 and we obtain the descriptor of the shape:
The detailed descriptor is obtained replacing each part and separating line by its description.

3. Description of shapes

3.1. Basic principle of the method

A correspondent shape to a 3D object is generally composed by many regions obtained after image segmentation. In addition to the geometry of its outline, we propose the taking into account of the geometry, the color and the position of its internal regions. This additional information for shape description is very useful for shape comparison in the recognition process of objects from their 2D images.

We define a shape as the set of internal regions; each one may contain recursively internal regions and so on.

Any shape is then characterized by the list of encompassed regions, the inclusion relation between regions, the position of each region in the image and the description of each region (the geometry of its outline contour and its color).

Having these attributes, we can represent the shape with a tree structure where the node root corresponds to the outline shape, nodes correspond to internal regions and children nodes of any node correspond to the set of encompassed regions (see Fig. 12).

If we consider $i$ as the level of a region which corresponds to its position in the tree beginning from the bottom ($i = 0$) to the up, and $j$ as the order number of regions of same level sweeping top-bottom and left-right the image, any region of the shape will be noted $S_{ij}$.

Thus, the level zero (0) is then given to regions that do not contain internal regions. In general case, the level ($n$) is associated to regions encompassing regions of level less or equal to ($n - 1$). For example, the image of Fig. 12 contains for example four regions of level 0 ($S_{0,0}, S_{0,1}, S_{0,2}, S_{0,3}$) and two regions of level 1 ($S_{1,0}, S_{1,1}$) encompassing $S_{0,0}, S_{0,1}$ and one region $S_{2,0}$ of level 2 containing $S_{1,0}, S_{1,1}, S_{0,2}$ and $S_{0,3}$.

The tree structure can be automatically achieved starting from a segmented image, by the location on the image all elementary regions which do not encompass any internal regions; the level zero is associated for them. The next step is the location of regions of level 1 which encompass regions of level 0. We repeat this treatment in order to locate regions of level $i$ which correspond to regions that encompass regions of level less or equal to ($i - 1$). An order number is given for regions of the same level starting from zero by the sweep of the image from the top to bottom and left to the right.

---

Fig. 10. The four cases of composed part.

Fig. 11. Result of the decomposition of a silhouette.

Fig. 12. Shape parsing into internal regions and the associated tree structure.
In case where regions of level less or equal to \((k - 1)\) are neighboring one to other, a new region of level \((k)\) is created and added in the tree as the union of these regions.

At each node of the tree structure we must add a set of attributes describing the geometry of its outline, the position of highest left corner of the rectangle of minimum area (RM) encompassing it and its orientation computed as the inclination angle \(\beta\) aligning its width with image rows (see Fig. 13).

The following algorithm summarizes all steps of shape decomposition and representation:

**Algorithm 1.**

1. Locate all regions of the shape
2. For Each one elementary region \(S_{i,j}\) (which not encompasses any region other)
   - Compute the associated minimum rectangle (RM)
   - Compute the textual descriptor
   - Compute the average color of the region
   - Calculate the \(X\) and \(Y\)-coordinates of the highest left corner of (RM)
   - Calculate the rotation angle \(\beta\) aligning the width of (RM) with image rows
   - \(i = 0\)
3. \(i = i + 1\)
4. Repeat:
   - For Each one region encompassing regions whose level is less than Current level \((i)\)
     - Compute the associated minimum rectangle (RM)
     - Compute the XLWDOS descriptor
     - Calculate the \(X\) and \(Y\)-coordinates of the highest left corner of (RM)
     - Calculate the rotation angle \(\beta\) aligning the width of (RM) with image rows
     - RegionLevel = \(i\)
   - \(i = i + 1\)
5. Until all regions should be processed
6. End

**3.2. A text language for writing descriptors of shapes**

An XML language noted XLWDS (XML Language for Writing Descriptors of Shapes) is proposed in this paper for writing descriptors of shapes.

Shape may be a region without internal silhouettes or contains at different levels internal silhouettes. The following syntax is used to describe recursively this inclusion where the marks \(<\text{Internal Shape}>\) are used in order to cite internal silhouettes.

The following algorithm summarizes all steps of shape decomposition and representation:

**Algorithm 1.**

1. Locate all regions of the shape
2. For Each one elementary region \(S_{i,j}\) (which not encompasses any region other)
   - Compute the associated minimum rectangle (RM)
   - Compute the textual descriptor
   - Compute the average color of the region
   - Calculate the \(X\) and \(Y\)-coordinates of the highest left corner of (RM)
   - Calculate the rotation angle \(\beta\) aligning the width of (RM) with image rows
   - \(i = 0\)
3. \(i = i + 1\)
4. Repeat:
   - For Each one region encompassing regions whose level is less than Current level \((i)\)
     - Compute the associated minimum rectangle (RM)
     - Compute the XLWDOS descriptor
     - Calculate the \(X\) and \(Y\)-coordinates of the highest left corner of (RM)
     - Calculate the rotation angle \(\beta\) aligning the width of (RM) with image rows
     - RegionLevel = \(i\)
   - \(i = i + 1\)
5. Until all regions should be processed
6. End

**4. Shape descriptor properties**

The method presented in this paper for shape description verifies the following properties:

**4.1. Uniqueness and preservation of perceptual structure**

In the proposed method for outline shape description, all elementary contours and positions of parts on separating lines are geometrically well estimated. The reconstruction of the silhouette is then the inverse process and it accuracy depends on the accuracy of the boundary description.

We demonstrate in follow how the outline is reconstructed from its description without ambiguity.

Let \((a_b, \ldots, x_i, y_i, z_i)\) and \((a'_b, \ldots, x'_i, y'_i, z'_i)\) be the set of curvature points located, respectively, on the left and right boundary of the part \(P_i\) which begin by the points \((a, a')\) and terminate by the points \((z, z')\).

Fixing the position of one extremity of left boundary, the end point \((z)\) for example, the contour \((2y)\) is drawn knowing its description (length, inclination angle and concavity or convexity degree in case of curve contour). The neighbor contour \((y(x))\) is drawn knowing its description and the position of \((y)\). The repetition of this process allows the drawing of all elementary contours. The same principle is used to draw the right boundary by fixing the position of one extremity.

When the two boundaries of the part have one common extremity, it will be used as starting point and the drawn part corresponds exactly to the described part (see Fig. 14).

However, when there is not common extremity, this part is then neighbor to two separating lines. In this case, these extremities are positioned after the positioning of the separating line. Fig. 14 illustrates an example of reconstruction process of parts and partitioning lines of the described outline shape. There are two parts of case 2, two parts of case 3 and one part of case 4.

Once the parts are drawn, they will be positioned exactly on the separating line using the length of each segment and the parts that are linked.

**4.2. Invariance to rotation**

The result of the decomposition process described above depends on the orientation of the silhouette in the image. The minimum bounding box is firstly computed. A rotation of the box is performed with an angle \(\beta\) around the highest corner point \(M\) so...
as its width coincides with the rows. The coordinates system $OXY$ is then attached to the box so as $OX$ coincides with rows and $OY$ with columns (see Fig. 15).

The sweeping of the silhouette relatively to one direction of the rectangle of minimum area encompassing it guarantees the invariance to rotation of this description because of the uniqueness of this rectangle.

4.3. Invariance to scale change

To guaranty the property of scalability, the lengths in outline shape description are relatives and computed relatively to the length of the minimum bounding box.

4.4. Easiness for indexation

The outline shape descriptor is textual information structured into elements (parts, junction and disjunction lines) and relations between these elements. From the XML descriptor it is easy to extract much information so as the number of parts, the numbers of junction and disjunction lines, the number of parts neighboring to each one separating line, etc.

We give in shape comparison subsection how are used these elements for the computation of the index which permits to select a group of shapes from the database of shape models.

4.5. Computation of outline shape descriptor in the multi-scale space

Over the last few years, multi-scale approaches in image analysis have proved to be useful in terms of describing images at varying levels of resolution [17]. Scale-space theory, as a relatively new field, has been established as a well founded, general and promising multi-resolution technique for image structure analysis, both for 2D, 3D and time series [33]. It provides more information about the object, increases discrimination power and immunity to noise [12]. The underlying image can be represented by a family of images on various levels of inner spatial scale. These are obtained by convolution with the Gaussian kernel as the lowest order, rescaling operator, and its linear partial derivatives. A continuous scale space is constructed to enable local image analysis in a robust manner.

![Fig. 14. Different steps of the drawing process.](image)

![Fig. 15. Outline shape (left), the convex hull and the minimum bounding box (center), rotated bounding box (right).](image)
way, while at the same time global features are captured through the extra scale degree of freedom [37].

Curvature Scale Space is a technique where shape is represented along a range of scales spanning from coarse to fine. If a boundary exhibits small false oscillations, then excessive curvature points will be found during separating process. It was selected as a contour shape descriptor for MPEG-7 after substantial and comprehensive testing, which demonstrated the superior performance of the CSS-based descriptor [24].

Our proposed descriptor for outline shapes may be computed in the multiscale space. Descriptors of silhouette at different scales may be computed varying the value of $\sigma$ (Gaussian filter). At the coarse scale, there are numerous curvature points, separating lines and parts; this number is low at the low scale. Figs. 16 and 17 illustrate an example of silhouette and the result of its decomposition after its smoothing with different values of $\sigma$ and its thresholding by ISODATA technique [32]. We can see that in low scale (high value of $\sigma$) the number of parts and curvature points decreases considerably.

4.6. Facility in shape recognition

The presence of descriptors of internal regions in the structured shape descriptor allows having more information for shape indexing and comparison.

5. Applications

5.1. Image coding and visualization

In this subsection we explain how the proposed descriptor of shape is decoded in order to visualize the correspondent image. We discuss also the quality of reconstructed image.

5.1.1. Outline shape reconstruction from XLWDOs descriptor

A referential system (OXY) is chosen so as the OX-axis coincides with the rows, OY-axis coincides with the columns and the origin O coincides with the left extremity of any one of separating lines of the outlines shape (see Fig. 18).

Knowing the description of this line, the X-coordinates of extremities of its segments which correspond to those of neighboring parts boundaries will be computed.

A propagation process is then performed which consists to calculate the positions of all curvature points of boundaries of linked parts from their description. This allows obtaining the position of extremities of segments of others separating lines.

This process is repeated recursively and allows reconstructing the outline entirely.

Fig. 18 illustrates this process where the first step is the use of the first separating line for the positioning of the extremities $m_1$, $m_2$, $m_3$, and $m_5$. The second step is the positioning of extremities of elementary contours of parts $P_1$, $P_2$ and $P_3$. The outline of these parts is then drawn. As the part $P_3$ is linked to disjunction line and

![Fig. 16. (a) Initial silhouette, (b) the smoothed silhouette with $\sigma = 14.94$, (c) with $\sigma = 29.88$, and (d) with $\sigma = 59.76$.](image1)

![Fig. 17. (a) Result of silhouette decomposition of initial silhouette, (b) of smoothed silhouette with $\sigma = 14.94$, (c) with $\sigma = 29.88$, and (d) with $\sigma = 59.76$.](image2)

![Fig. 18. Outline shape reconstruction.](image3)
the positions of the end points \( n_1 \) and \( n_2 \) of its boundaries are known, the next step is the use of XML description of this separating line for the computation of the position of \( n_3, n_4, n_5 \) and \( n_6 \) which correspond to the beginning points of \( P_4 \) and \( P_5 \) boundaries. We can then draw the boundaries of these two parts, and so on.

In case where the shape descriptor contains only one part, the highest left point of this part is considered in this case as the origin \( O \) of the system \((OXY)\). The coordinates of extremities of all elementary contours relatively to the starting point are extracted from the descriptor and therefore all elementary contours are drawn.

5.1.2. Shape reconstruction from XLWDS descriptor
The system \((OXY)\) is fixed as described in Section 5.1.1 relatively to more external outline shape. Each one of internal outline shapes is reconstructed and the use the position of their highest left points extracted from the correspondent descriptions permit to position them relatively to \((OXY)\) system.

Fig. 19 illustrates an example of shape reconstruction where the external outline shape is firstly reconstructed and internal outlines \( S_{0,1} \) and \( S_{0,2} \) are reconstructed relatively to the systems \( O_1U_1V_1 \) and \( O_2U_2V_2 \). The knowing of the coordinates of points \( M_1 \) and \( M_2 \) of these two regions permits to compute the new coordinates of all points relatively to \((OXY)\) system.

5.1.3. Quality Assessment of the Drawn Shape
The quality of the drawn shape depends on the quality of boundaries parts description.

If the curvature points are well located, the elementary contours should be well described, and the reconstruction process should draw a similar contour.

Knowing that the separating lines of the two shapes (initial and reconstructed) are identical, the quantification of this quality of drawn shape is measured as the sum of rates of missing and additional pixels computed after the superposition of these two shapes through one of the separating. We note that any pair of correspondent separating line should be well superposed. We will give in experimentation examples of shape reconstruction and their quality.

5.2. Shape comparison
The high quality of any shape descriptor is measured by its performance to resolve the shape comparison problem (algorithm complexity, space memory, similarity measure).

We explain in this subsection firstly how to index shape descriptors and we propose after a similarity measure for outline shapes and shapes comparison.

5.2.1. Indexing of Outline Shape descriptor
The index of outline shape descriptor \((OS)\) query or model is defined by:

- Number of parts \((N)\).
- Types of separating lines: 0 for junction line and 1 for disjunction line.
- Attributes of segments of separating lines.
- Number of parts joined to each one of separating line.

This information is easily extracted from the textual descriptor and will be written:

\[ I(OS) = N^+ (0/1)(j/w) \]

As example, the index of the textual descriptor of the shape illustrated by Fig. 20 is \((70/2303j03jw)\) which means that there seven parts and three separating lines (junctions), each one is joined with three parts.

When two shapes have the same index; the difference between them should be computed using the geometry of their parts outlines and their disposition relatively to different separating lines.

5.2.2. Indexing of Shape descriptor
Regions of shape may be represented by a tree structure where the root corresponds to the level value of more external outline shape; nodes correspond to the region levels, and arcs indicate the inclusion of regions. This structured information is extracted from the descriptor and constitutes the first part of shape index which is obtained reading the values of the tree in depth. The second part of the shape descriptor index is a set of pointers to indexes of outlines shapes descriptors which contains.

For example, the index of shape descriptor of Fig. 21 is: \(3210010010\@\) indicating that the more internal region is of level 3 which contains three internal regions:

- Region of level 2 which contains:
  - Region of level 1, this region contains two regions of level 0.
  - Region of level 1, this region contains two regions of level 0.
  - Region of level 1, this region contains one region of level 0.
5.2.3. Similarity measure between outline shapes

A necessary condition so that outline shape query matches one of outline shape models is that their textual descriptors must have the same index.

In real applications, outline of extracted shapes may be different of outline shapes models but their appearances are similar. These shapes may have different indexes due to some additional or missing pixels on the outline shape query (see Fig. 22).

To retrieve outline shape query in the database of outline shapes models, we propose the smoothing of the outline with Gaussian filter using different values of $\sigma$ and its thresholding with ISODATA clustering algorithm [32]. This process should produce outlines shapes at different scales. For each one of these new outlines, if the index of textual descriptor corresponds to one of the database models, the comparison of boundaries parts and separating lines should be done.

The similarity between outline shapes is measured by three factors. The first and second ones measure the distortion between the boundaries of parts, while the third one measures the positioning of parts on the separating lines.

Let $(P_Q), (P_M)$ two parts of the shape query and shape model (see Fig. 23). Similarity between $(P_Q), (P_M)$ is measured in relation to the geometry of their two boundaries.

The first factor of similarity measures the difference between the areas $A(P_Q), A(P_M)$ of the two parts. To do this, all elementary contours of are considered as segment lines and $A(P_Q)$ and $A(P_M)$ are estimated as the sum of areas of all trapezoids and triangles as illustrated by Fig. 24.

Let $(OXY)$ be a system fixed so as the origin $O$ coincides with the starting point $C^1_Q$ of the two boundaries of the part query. Using the
part description, the 2D coordinates of curvature points $C_i$ of the part $P_i$ are computed relatively to $(OXY)$. In the same way is estimated the area $A(P_i)$ of model part. The accuracy of the computed area depends on the convexity and concavity degree of elementary contours. The parameters of the used algorithm for locating curvature points must be chosen so as the degree of concavity and convexity is always low.

We define the first similarity factor $S_{F1}$ between parts as:

$$S_{F1}(OS^Q, OS^M) = \frac{1}{NP} \sum_{i=1}^{NP} \left( \frac{A(P_i^Q)}{A(MR^M)} - \frac{A(P_i^M)}{A(MR^M)} \right)$$

where $A(MR^Q), A(MR^M)$ are, respectively, the areas of the minimum rectangle encompassing the outline shape query and model, and $NP$ is their number of parts.

The second one factor measures the difference between the geometry of boundaries parts query and model. We define this similarity as follows:

$$S_{F2}(OS^Q, OS^M) = \frac{1}{NP} \sum_{i=1}^{NP} \left( \frac{1}{NC_i} \sum_{j=1}^{NC_i} (\Delta T_j + \Delta D_j/180) \right)$$

where $\Delta D_i$ is the difference (in degree) of the orientation of compared contours number ($j$); $\Delta T_i = 0$ if the two compared contours have the same type and $\Delta T_i = 1$ otherwise; $NC_i$ is the number of elementary contours of the part number $i$; $NP$ is the number of parts.

As the two outline shapes query and model have the same index, there is a correspondence between segments of separating lines of outline shapes query and model. The third similarity factor is measured as the sum of difference between the relative lengths of matched segments of all pairs of separating lines. The length of each one segment is computed relatively to the length of its separating line.

We define the third similarity factor as:

$$S_{F3}(OS^Q, OS^M) = \frac{1}{NSL} \sum_{i=1}^{NOS} \sum_{j=1}^{NSeg} \left( s_{ij}^Q/L_{ij}^Q - s_{ij}^M/L_{ij}^M \right)$$

where $NSeg$ is the number of segments of the separating line number $j$; $NSL$ is the number of segments of separating lines; $s_{ij}^Q$, $s_{ij}^M$ are the segments number $k$ of the separating line $j$, respectively, of query and model outline shape; $L_{ij}^Q$, $L_{ij}^M$ are, respectively, the lengths of separating lines number $j$ of outline shapes query and model.

When segments of matched separating lines have similar relative lengths, the value of $SF3$ decreases towards zero. For example, the similarity factor is equal to 0.311 for the first outline shape query and 0.179 for the second one (see Fig. 25).

The similarity measure $SM$ of two outline shapes is then computed as the sum of the three factors:

$$SM(OS^Q, OS^M) = \frac{3}{NOS} \sum_{i=1}^{NOS} S_{Fi}(OS^Q, OS^M)$$

5.2.4. Similarity measure of shapes

Assuming that the shapes to be compared have the same index, the similarity measure is then computed as the sum of similarity measures between correspondent outline shapes correlated by a factor which indicates the similarity between their positions.

Let $(X_Q, Y_Q), (X_M, Y_M)$ be the position of the highest left corners of the minimum rectangles encompassing them whose lengths are $L_Q$ and $L_M$, the similarity between the positions of two matched outline shapes $(SP)$ is measured as:

$$SP(OS^Q, OS^M) = |(X_Q/L_Q) - (X_M/L_M)| + |(Y_Q/L_Q) - (Y_M/L_M)|$$

$$SM(S^Q, S^M) = \frac{1}{NOS} \sum_{i=1}^{NOS} SM(OS^Q, OS^M) \times SP(OS^Q, OS^M)$$

where $NOS$ is the number of outline shapes.

6. Experimentation

6.1. Computation of XLWDOS descriptors

Once silhouettes are extracted from image using image one of segmentation techniques [11,13] or adaptive background modeling using a Gaussian Mixture Model (GMM) in case of moving object [42], the following steps are performed for each one:

- Computation of the rectangle of minimum area (RM) encompassing it.
- Rotation of the silhouette around the highest left corner of (RM) in order to align the width or the length of (RM) with image rows. The first rotation of (RM) with angle $\beta_{RM}$ aligning its width, allows the sweep of the silhouette in the length direction of (RM). The second rotation with angle $\beta_{RM}$ aligning its length, allows the sweep of the silhouette in the width direction of (RM).
- Decomposition of rotated silhouette into parts, separating lines and the boundaries of all parts into elementary contours by means of curvature points.
- Computation of attributes of different contours and the writing of the textual descriptor.

Fig. 25. (left) Outline shape model, (center) first outline shape query (right) the second one.
Fig. 26 illustrates image of a moving car (toy) and the rectangle of minimum area (RM) encompassing the extracted silhouette. A rotation of the silhouette around the highest left corner of (RM) is performed with $\beta = +84.67$ (Fig. 26b). Fig. 26c and 26d illustrate the results of its decomposition using different values of the parameters $\alpha$ and $d$ of Chetverikov’s algorithm [8]. The size of computed textual descriptors is 673 bytes for $\alpha = 150^\circ$ and 745 bytes for $\alpha = 160^\circ$.

Fig. 27 illustrates the extracted silhouettes using JSEG method for image segmentation [11] as well as the obtained results applying the same steps described above for the computation of descriptors where the values 5, 160$^\circ$ for $d$ and $\alpha$ are used for the detection of curvature points.

Fig. 28 illustrates the result of the segmentation of image of a hand applying the method of FELZENSZWALB and HUTTENLOCHER [13]. The more internal region is selected and the result of its decomposition into parts is illustrated by Fig. 29.

As the outline is much distorted, the computation of the descriptor at different scale is very useful for the comparison process. Indeed, there are many curvature points and many elements (parts, separating lines) not useful for shapes comparison because they are generated by the distortion of the outline.

The smoothing with a Gaussian at different scales is then very important. We illustrate by Fig. 30 the result obtained where the number of parts is 12 parts. This number not changes if the value $\sigma$ of the Gaussian filter increases.

6.2. Computation of XLWDS descriptors

To locate regions of shapes and all internal regions, we used the method (JSEG) [11]. Once the image is segmented, the following steps are performed:

Fig. 27. Different steps applied for the computation of XLWDOS descriptors for the two extracted silhouettes (glasses and scissors).

Fig. 28. Image of a hand and its segmentation.
- For each region, computation of the level value and the order number obtained sweeping image in the direction top-bottom and left-right.
- A tree structure is created for the representation of different regions.
- For each region, the rectangle of minimum area encompassing it (RM) is computed so as the X- and Y-coordinates of the highest left corner, and the rotation angle $\beta$ which permit the alignment of its width with the rows of the image.
- Computation of the XLWDOS descriptor of rotated region with the angle $\beta$.
- Writing of all computed data of the tree following the syntax of XLWDOS language.

Fig. 29. The more internal region and its decomposition into parts.

Fig. 30. The smoothed more internal region and the result of its decomposition.

Fig. 31 illustrates an example of drawn 2D shape with internal regions and the segmented image using the JSEG method [11]. Software is developed which compute and visualizes:

Fig. 31. Example of shape, and the result of its segmentation.
- The different regions using different colors (the background (Bg) is also colored).
- The codification of different colors. For two neighboring regions, their union is considered as a new region and the black color is associated.
- The correspondent tree structure.
- The XLWDOS descriptor of each region using the two parameters of Chetverikov’s algorithm [8]: the angle $\alpha$ and the distance $d$.
- The XLWDS descriptor of the shape.

The XLWDOS descriptors are computed for all rotated regions and will constitutes the XML descriptor of the shape.

Fig. 32 illustrates $S_{1,0}$ of level 0 as example of regions, the minimum rectangle (RM) encompassing it and the rotated region and the result of its decomposition Fig. 33.

We give in the next the global structure of XLWDS descriptor where each one of the textual descriptors of regions is preceded by the coordinates of highest left corner of the minimum rectangle encompassing it, the amount of its rotation and the color of the region (three values).

```xml
<DXLWDS>
  <Name> im1 </Name>
  <Shape> <Name> S1,0 </Name> 447 16/C0 88.28 0 0 128 XLWDOS descriptor of S1,0
    <Internal Shape> <Name> S0,0 </Name> 181 51/C0 19.23 128 0 0 XLWDOS descriptor of S0,0 </Internal Shape>
    <Internal Shape> <Name> S0,1 </Name> 429 198/C0 86.10 128 128 128 XLWDOS descriptor of S0,1 </Internal Shape>
    <Internal Shape> <Name> S0,2 </Name> 232 200/C0 88.02 128 0 128 XLWDOS descriptor of S0,2 </Internal Shape>
  </Shape>
</DXLWDS>
```

Fig. 33. For the region $S_{1,0}$, the minimum rectangle, rotated region, the result of XLWDOS description.

Fig. 34. Image of moving car and the segmented image.
Fig. 34 illustrates image of moving car (toy) and the correspondent shape is extracted using background subtraction and JSEG method [11] for its segmentation. Fig. 35 illustrates the representation of all regions with a tree structure. The shape $S_{2,0}$ of level two is constituted by three regions of level zero ($S_{0,0}, S_{0,1}, S_{0,2}, S_{0,4}$) and a region of level one ($S_{1,0}$) encompassing the region ($S_{0,3}$) of level zero. The global XLWDS descriptor is written as follow where to each one region the $X$- and $Y$-coordinates of highest point of the minimum rectangle encompassing it and the rotation angle performed in order to align it with the row of images.

As the region $S_{2,0}$ is the union of many regions, the black color is associated.

```xml
<DXLWDS>
  <Shape> <Name> S2,0 </Name> 46 57 87.58 0 0 0 XLWDOS descriptor of S2,0
  </Internal Shape> <Name> S0,0 </Name> 141 55 –85.10 0 0 255 XLWDOS descriptor of S0,0
  </Internal Shape>
  <Internal Shape> <Name> S1,0 </Name> 52 87 90 128 0 0 XLWDOS descriptor of S1,0
  </Internal Shape> <Name> S0,3 </Name>111 102 57.09 128 0 128 XLWDOS descriptor of S0,3
  </Internal Shape> <Name> S0,1 </Name> 56 101 6.34 255 0 0 XLWDOS descriptor of S0,1
  </Internal Shape> <Name> S0,2 </Name> 62 100 42.71 255 0 255 XLWDOS descriptor of S0,2
  </Internal Shape> <Name> S0,4 </Name> 153 106 63.43 128 128 128 XLWDOS descriptor of S0,4
  </Shape> </DXLWDS>
```

Fig. 36 illustrates the image of a logo. As this image is synthetic, the regions are well separated. In Fig. 37 we can see the structure tree associated to the set of regions.

The shape is composed by three regions: the region $S_{0,0}, S_{0,3}$ and a region of level one $S_{1,0}$ which is composed by two neighboring regions $S_{0,1}$ and $S_{0,2}$. The XLWDS descriptor is then the grouping of XLWDOS of all regions into XML structured text as explained in Section 3.

Fig. 38 illustrates the image of another logo where regions are less well separated. In Fig. 39 we can see the tree structure associated and the distortion of regions $S_{0,0}$ and $S_{1,1}$ in relation to initial image.

6.3. Shape reconstruction

Fig. 40 illustrates the result of the decomposition into parts and elementary contours of Cow outline shape of the database of Leibe and Shiele [20]. This decomposition is done using Chetverikov’s algorithm [8] with two different values of $(x, d)$: $x = 150^\circ$, $d = 5$ pix-
Applying the decoding process on the XML descriptor, the drawn shapes are illustrated in same figure. Fig. 41 illustrates the results obtained applying the same process using outline shape of a Horse.

The visual quality of reconstructed shape approximates the initial shape when the outline is well decomposed and well described. To quantify this quality, we used the fact that the separating lines of the two shapes (initial and reconstructed) are identical. The superposition of these shapes through one of the separating lines involves the superposition of all lines. The defect of shape reconstruction concerns the outline shape. We calculate therefore the loss of pixels $RL$ as the sum of rate of additional pixels and the rate of missing pixels. For example the drawn shape “cow” $RL$ decreases from 5.3% to 0.7% when the angle $\alpha$ increases from 150$^\circ$ to 170$^\circ$. This is also the case for the drawn shape “horse” for which the $RL$ decreases from 6.8% to 0.9% when the angle $\alpha$ increases from 150$^\circ$ to 170$^\circ$.

In addition to image quality, there are other important aspects which are the time needed to decode an image and the size of the image descriptor. With PC Pentium IV 2.66 GHz, the execution time depends on the used parameters $\alpha$, $d$ in shape coding. More $\alpha$ is greater, more is the execution time. This time varies from 110 to 188 ms for the reconstructed shape “cow” and from 125 to 172 ms for the reconstructed shape “horse”.

For shape reconstruction, the same algorithm was applied to all regions. Fig. 42 illustrates the initial image (logo) and the reconstructed images starting from the textual descriptor.

The quality of reconstruction depends only on the quality of the decomposition of outlines of parts into elementary contours. The good reconstruction is due to the values of the parameters $d$ and the angle $\alpha$ equal, respectively, to 5 pixels and 160$^\circ$.

6.4. Outline shape retrieval based on the textual descriptor

We used for the validation of the proposed similarity measure a subset of shapes from fish-shape database [11] (see Table 2). Fig. 43 and Table 3 illustrate the shape query and the result of the decomposition of smoothed shapes with a Gaussian filter ($\sigma = 29.88$).

To retrieve the most similar to shape query, we select from the subset of shapes models those which have the same index and we compute for each one the three similarity factors and then the similarity measure.

Table 3 illustrates the obtained results and shows that the proposed measure produces a good order of similarity between shapes.

7. Conclusion

In this paper, we proposed in the first a method for describing outline shape using parts, junction line and disjunction line. An XML language is proposed for writing descriptors of outline shapes. We proposed in the next a shape description method based on the use of the main silhouette and its internal regions. Due to the nature of the decomposition of the shape, the obtained description is
invariant for scale change and rotation. We presented also the XML
language noted XLWDS that permit to write textually these
descriptors.

A set of applications of the textual descriptor are proposed:

- A method for shape comparison and similarity measure which is
  computed directly from the textual descriptor.

- A method for the shape descriptor decoding and visualization of
correspondent image.

Results obtained applying the proposed methods over real images
are presented demonstrating the useful of the textual descriptor.

Appendix A. Chetverikof’s algorithm [8]

The proposed two-pass algorithm defines a corner in a simple
and intuitively appealing way, as a location where a triangle of
specified size and opening angle can be inscribed in a curve.

A curve is represented by a sequence of points in the image
plane. The ordered points are densely sampled along the curve,
no regular spacing between them is assumed. A chain-coded curve
can also be handled if converted to a sequence of grid points.

In the first pass the algorithm scans the sequence and selects
candidate corner points.

The second pass is post-processing to remove superfluous
candidates.

A.1. First pass

In each curve point the detector tries to inscribe in the curve a
variable triangle \((p, p, p')\) constrained by a set of rules:

\[
d_{\text{min}} \leq |p - p'| \leq d_{\text{max}}; d_{\text{min}} \leq |p - p'| \leq d_{\text{max}}; a \leq a_{\text{max}}\ldots
\]  

(1)

Fig. 41. Horse decomposition with \(d = 5\) pixels, \(\alpha = 150^\circ\) (above) and \(\alpha = 170^\circ\)
(below) and the result of its reconstruction.

Fig. 42. Initial and reconstructed shape.

Table 2
Some of fish shapes from the database.
where \( |p - p'| = |a| = a \) is the distance between \( p \) and \( p' \), \( |p - p''| = |b| = b \) is the distance between \( p \) and \( p'' \) and \( a \in [-\Pi, \Pi] \) the opening angle of the triangle. The latter is computed as:

\[
\alpha = \arccos \frac{a^2 + b^2 - c^2}{2ab}
\]

Variations of the triangle that satisfy the conditions (1) are called admissible. Search for the admissible variations starts from outwards and stops if any of the conditions (1) is violated (that is, a limited number of neighboring points is only considered). Among the admissible variations, the least opening angle \( \alpha(p) \) is selected. \( II - |\alpha(p)| \) is assigned to \( p \) as the sharpness of the candidate. If no admissible triangle can be inscribed, \( p \) is rejected and no sharpness is assigned.

Considering the vector product of \( b = (b_x, b_y) \) and \( c = (c_x, c_y) \), it is easy to see that the corner is convex if \( b_x c_y - b_y c_x > 0 \), otherwise it is concave.

A.2. Second pass

The sharpness based no maxima suppression procedure is illustrated by Fig. 44. A corner detector can respond to the same corner

---

**Table 3**

Similarity measure for outline shape with same index.

<table>
<thead>
<tr>
<th>Outline shape</th>
<th>Result of decomposition</th>
<th>Similarity measure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>SF1 = 0.096</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF2 = 0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF3 = 0.105</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SM = 0.228</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF1 = 0.105</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF2 = 0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF3 = 0.251</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SM = 0.231</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF1 = 0.185</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF2 = 0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF3 = 0.275</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SM = 0.231</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF1 = 0.235</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF2 = 0.143</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF3 = 0.276</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SM = 0.654</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF1 = 0.166</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF2 = 0.095</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF3 = 0.0402</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SM = 0.663</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF1 = 0.0249</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF2 = 0.134</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SF3 = 0.357</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SM = 0.740</td>
</tr>
</tbody>
</table>

---

**Fig. 43.** Outline shape query and its decomposition.

**Fig. 44.** Detecting high curvature points. (a) Determining if is a candidate point. (b) Testing for sharpness non-maxima suppression.
in a few consecutive points. Similarly to edge detection, a post-processing step is needed to select the strongest response by discarding the no maxima points. A candidate point p is discarded if it has a sharper valid neighbor \( p \triangleleft x(p) > \alpha(p) \).

Appendix B. Grammar of XLWDS Language

The grammar \( G \) of the language XLWDS (XML Language for Writing Descriptors of Outline Shapes) is defined as:

\[
G = (V_n, V_T, P, S_n) \text{ where: } V_n, V_T \text{ are, respectively, the finite set of terminal vocabulary and the finite set of non-terminal vocabulary, } S_n \in V_n \text{ is the starting symbol (in our case, it corresponds to Silhouette), and } P \text{ is a finite set of production rules of the type } \alpha \rightarrow \beta, \text{ where } \alpha \in V_n \text{ and } \beta \in (V_n, V_T) \text{ of all string. The non-terminal vocabulary of XLWDS language is written as:}
\]

- \( V_n = \{ \text{Silhouette}, \text{Composed-Part}, \text{Part}, \text{List-Parts}, \text{Left-Boundary}, \text{Right-Boundary}, \text{Contour-Descriptor}, \text{Type}, \text{Length}, \text{Junction-Line}, \text{Inclination-Angle}, \text{Disjunction-Line}, \text{Concavity-Degree}, \text{Concavity-Degree}, \text{Segment-Description}, \text{High-Part-Number}, \text{Low-Part-Number}, \text{NumPart}, \text{NumDisjunction}, \text{Segments}, \text{X-Position}, \text{Y-Position}, \text{NumJunction}, \text{List-Internal-Shapes}, \} \)

The set \( P \) of production rules are:

- \( \text{Silhouette} \rightarrow \text{DXLWDS} \)
- \( \text{Name} \rightarrow \text{Silhouette name} \)
- \( \text{CP} \rightarrow \text{Part} \)

The set \( P \) of production rules are:

- \( \text{Silhouette} \rightarrow \text{DXLWDS} \)
- \( \text{Part} \rightarrow \text{Composed-Part} \)
- \( \text{List-Part} \rightarrow \text{<D>,<RR>,<RP>,<CP>,<P>,<P>,<P>,<P>,<P>,<P>,<P>,<P>\)} \)
- \( \text{List-Internal-Shapes} \rightarrow \text{List-Internal-Shapes} \)
- \( \text{Internal-Shapes} \rightarrow \text{Name} \) "name of internal shape" \)
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