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Abstract—AAQOur aim is the coding of image with XML text,
the decoding of such descriptors and the reconstruction of the
corresponding shapes. The image is assumed segmented into
regions and each one is considered as shape. We present firstly a
review of the textual format (LWDOS: Language for Writing
Descriptors of Outline Shapes) proposed in the literature to
write the geometrical description of parts and separating lines
obtained by shape decomposition. In this paper we propose an
XML format for writing these descriptors. and an algorithm for
shape reconstruction from its descriptor. We show also how to
use this result for image reconstruction. Our approach has been
implemented and the obtained results encourage us to improve
them in order to succeed to an XML format for image coding.

I. INTRODUCTION

In order to homogeneous all databases of image descriptions
and to offer accessibility to all users, the more suitable format
is XML. Coding images with XML format allows the easiness
in image indexing, easiness in their comparison and storage.

From the methods proposed in the literature for shape
description, few descriptors have been written with XML
format. The most known of these methods are:

o Region-based method and contour-based method inte-
grated in the MPEG-7 standard[17]

e The SVG format that describes regular shapes (boxes,
circles, etc) with XML format for graphical images [9]

The XML shape descriptors used in MPEG7 does not
appertains to the class of information preserving due to the
used methods for shape description. Indeed, it can not possible
to reconstruct with accuracy shapes from these descriptors.
However, the SVG format is appropriate only for regular
shape whose outline is composed by lines, circle,..., contours.
Irregular shapes can not be represented by this format.

A new shape descriptor has been proposed in [14] where
shape is firstly is decomposed into parts and separating lines.
In the next, outline parts and separating lines are described
geometrically. The tree structure corresponding to the shape
is translated into textual description.

The first purpose of this work is to propose an XML syntax
for this textual description. The second one is to propose a
method for shape reconstruction from the XML descriptor
(decoding and visualizing).

In this paper, we will start by presenting some related works
in section 2. We will describes in section 3 a review of the
shape description proposed in [14] and the proposed syntax
for its description with XML format. In section 4, we propose
a method for its decoding for visualization. In section 5 we
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present and discuss obtained results about shape reconstruction
and image reconstruction.

II. RELATED WORKS

Various methods have been developed for shape representa-
tion. The most interesting methods may be classified as follow:

Part-based methods where shape is decomposed into parts
[12],[19], [24], [25], [30], [32]

Aspect-graph methods that are viewer-centered represen-
tations of a three-dimensional object [8], [13]

Methods that use the medial axis of shapes [10], [26],
[33]

Methods based on the shock graph [27], [31]

Methods using graph for shape representation [2], [16]
Methods that approximate the outline shape by 2D fea-
tures [7], [11], [21], [23]

Methods based on the reference points of outline shape
(51, [19], [18], [29]

Methods based on the attributes of outline shape [1], [4],
[22], [28]

Methods based on the shape context [3]
Appearance-based methods [20]

The region-based descriptor (Angular radial transform),
specifies regions within image with brief and a scalable
representation of a box or polygon, approximates the size,
orientation and geometry of objects as closely as desired.
It takes into account all pixels describing the shape of an
object in an image, making it robust to noise. Whereas, the
Contour shape describes the closed contour of 2D-object in
the Curvature Scale-Space. However, even the desriptor of
shape is written with XML format, this not allow to reconstruct
them because used methods in MPEG are’nt from the class of
information preserving.

The second format that codes shapes with XML is the SVG
language. It describes two-dimensional graphics and graphical
applications in XML. SVG language uses standard shapes
predefined for common graphical operations, specifically: rect-
angle, circle, ellipse, line, polylines, polygon canvas [9]. The
inconvenient of this format that is not suitable to code shapes
with irregular outline.

Our approach contributes to shape coding and decoding,
with these specificities:

o Any shape is coded with XML format and reconstructed.
The quality of the reconstruction depends on the quality
of image segmentation into regions.



o The proposed coding concerns firstly binary shape. We
explain how it is possible the description of any image
segmented into regions and how we code the color of
regions.

e The visualization of complex shapes from their XML
descriptors is interesting for network applications. The
few space memory required and the time necessary for
the visualization is interesting for transmitting of images.

o The availability in the XML format proposed of semantic
information that may be extracted directly from the shape
descriptor. It concerns the number of parts, separating
lines and their organization. This information contributes
also to the indexing of image

IT1I. XML DESCRIPTION OF SHAPES
A. Review of part-based shape description method [14]

The sweeping of outline of any shape allows to locate a set
of concave points for which the direction change from top-
bottom-top or bottom-top-bottom [14]. Shape is partitioned
into parts by means of these points (see figure 1). The row
associated to each one of these points defines a separating line
(junction or disjunction line). The proposed up-bottom shape
parsing creates thus a set of parts and separating lines. The
parsing process is also applied to parts and separating lines.
Each one of parts is parsed into two boundaries (left and right)
which are segmented into elementary contours. In the same
way, separating lines are segmented into segments(see figure
2).
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Fig. 2. Decomposition of parts into
elementary contours

Any elementary contour is described by its:

o Type that may be: line, convex curve or concave curve

o Degree of concavity or convexity of the curve. The degree
of a curve (C) is computed as the ratio of d and the
distance of the correspondent chord of (C'), where d is
the maximum of distances from points on the curve to
associated chord

o Angle of inclination of the line or the curve. This angle
is defined by the line joining the two extremities of
elementary contour and the row axis

o Length of the line or the curve computed as the distance
between its two extremities

Each one of separating line segments is described by:

e Type that may be: Shared (links two parts), Free-
low(neighboring to the low part), Free-high (neighboring
to the high part),

« Parts numbers that links

o Length

The notion of composed part is proposed to write the
grouping of parts linked by a separating line. A Composed
part is either:

o the grouping of the parts P, P .... P, Junction line J
and a part P, written as: Py Py ... P, J P41

o the grouping of a part P, disjunction line D and the
parts P, Ps ... P, written as:Py D P, P .... P,

The composed part may be also the grouping of parts and
composed parts. This allows the writing of all components of
the shape.

B. Translating the textual descriptor into XML descriptor

In this work we propose the XML syntax for writing the
LWDOS descriptors.

The XML description of part is written as follows:
< P num="x">
< L > Description of left boundary < /L >
< R > Description of right boundary < /R >
< /P>
where descriptions of the two boundaries (left and right) are
the grouping of descriptions of their elementary contours. To
do this, we write for:
- XML line description: < LN inclin="xx’ length="yy’/ >
- XML convex and concave curve description:
< CV inclin="xx" length="yy’ degree="zz"/ >
and < CC inclin="xx’ length="yy’ degree="zz"/ >
The XML description of segments of junction line and dis-
junction line are:
< S numpart1="x" numpart2="y’ length="z" / >
or < W numpart="x" length="2" / >,
or < H numpart="x" length="z" / > The XML format of
composed part is then written as follow:
< CP > P1P2...PanPn+1 < /CP>
or <CP > P D P1Pp...Pp, < /CP >
where < CP > and < /CP > are the marks indicating
the beginning and the end of the composed part, P; refers
to the description of the part number i, J; and D; refer to
the description of junction and disjunction lines. The entire
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descriptor is delimited between [ XLWDOS,; and ;/ XLWDOS;.
For example, the global descriptor of the shape illustrated by
figure 1 is: < XLWDOS > < CP > < CP > P, P, J;
P; < /CP>Dy Py Ps < /CP>< /XLWDOS > In the
detailed descriptor, each one of parts and separating lines are
the grouping of the description of their elements.

IV. SHAPE AND IMAGE RECONSTRUCTION

A. Basic Principle of the Method

Our aim is to draw the shape starting from its XML

descriptor. To do this we distinguish two cases:
- The shape descriptor contains only one part. The highest
left point of this part is considered in this case the starting
point in the drawing process. The coordinates of extremities
of all elementary contours relatively to the starting point are
extracted from the descriptor and therefore all elementary
contours are drawn (see figure 3).

- In case where shape is described by a set of parts, the
starting point is chosen as the left point of the first separating
line encountered in the XML descriptor (see figure 4). The
positioning of the first pixel of a separating line and the use
of associated XML description permits to deduce the positions
of extremities of all other segments of this line.

As each one of these segments is linked to one or two
parts, extremities of their boundaries should be easily deduced.
This permits to compute the positions of all extremities of the
elementary contours of each linked part.

Recursively, if any drawn part is linked to a separating
line, the position of extremities of this line will be computed,
and so on.
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Figure 4 illustrates this process where the first step is the
positioning of the points my, mo,m3,m4 and ms. The second
step is the positioning of extremities of elementary contours
of parts P, P> and Ps. The outline of these parts are then
drawn. As the part P; is linked to disjunction line and the
positions of the points n; and ng are known, the next step is
the use of XML description of this line for the computation
of the position of ng, n4,n5 and ng. This information permits
to draw the parts P, and Ps, and so on.

B. Quality Assessment of the Drawn Shape

The quality of the drawn shape depends on the outline
shape decomposition into elementary contours and on their
description. For outline shape decomposition into elementary
contours we applied the algorithm of Chetverikov [6].

In this algorithm, author defines a corner in a simple and
intuitively appealing way, as a location where a triangle of
specified size and opening angle can be inscribed in the
curve. A curve is represented by a sequence of points p;
in the plane. The ordered points are densely sampled along
the curve. In the first pass, the algorithm scans the sequence
and selects candidate corner points. In each curve point p the
angle o = p~ppt is computed where p~ and p* are at d
pixels from the point p. If the angle a@ < aunq, the point p is
selected. The second pass is a post-processing step to remove
superfluous candidates. In case where consecutive candidates
p are located, the p having the minimum angle « is selected.
Applying this algorithm with different values of the d and
Qmaz- The number of curvature points increase when d and
Qmaz increase. In the reconstruction process of shape from its
XML description, more there are elementary contours, more is
the quality of drawn shape. Indeed, the description of curved
outline is more precise if it is well segmented in elementary
contours. If an elementary contour is well described without
segmenting it once again, its reconstruction will be without
loss of information.

C. Colored shape and Image reconstruction

The color information may be added in the descriptor
as three values between two tags < C > and < /C >.
The reconstruction of colored shape is then identical to the
reconstruction of binary shape. The color is added in the
drawing process. Any image is considered as a set of regions.
The knowing of the position of reference contour point (the
most high left) of each one of outline shapes relatively to the
image referential permits the reconstruction of all shapes.

V. EXPERIMENTAL RESULTS

To asses the quality of reconstructed shapes, we used real
images of complex shape. Figure 5 illustrates two shapes of
the database of Leibe and Shiele [15].

For each one of these shapes, figures 6 and 7 illustrate
the result of their decomposition into parts, junction and
disjunction lines and into elementary contours with different
values of 4, and d of Chetverikov’s algorithm [6].
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Applying the decoding process over the XML descriptor
of each one of shapes decomposed and described with a
specific values of (Qaz,d), the drawn shapes are illustrated
respectively by figures 8 and 9.

The visual quality of reconstructed shape approximates the
initial shape when the outline is well decomposed and well
described. To quantify this quality, we will use the fact that the
separating lines of the two shapes (initial and reconstructed)
are identical. The superposition of these shapes through one of
the separating lines involves the superposition of all lines. The
defects of shape reconstruction concerns the outline shape. We
calculate therefore the of loss of pixels RL as the sum of rate
of additional pixels the rate of missing pixels. For example the
drawn shape “cow” RL decreases from 5.3% to 0.7% when
the angle « increases from 150° to 170°. This is the case
of the drawn shape “horse” for which the RL decreases from
6.8% to 0.9% when the angle « increases from 150° to 170°.

Fig. 7. Horse  decomposition  with  (@maq,d) =
(150°,5), (160°,5), (170°, 5)
Fig. 8. Reconstructed ~ shape  with  (amaz,d) =

(150°,5), (160°, 5), (170°, 5)
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Fig. 10. The initial image

Fig. 11.

The reconstructed image

In addition to image quality, there are other important
aspects which are the time needed to decode an image and the
size of the image descriptor. With PC Pentium IV 2.66GH z,
the execution time depends on the used parameters «,d
in shape coding. More « is greater, more is the execution
time. This time varies from 110 to 188 milliseconds for the
reconstructed shape “cow” and from 125 to 172 milliseconds
for the reconstructed shape “horse”.

The same algorithm is applied to all shapes of any image.
For example for images of industrial logos for which the
segmentation gives better results, the reconstruction depends
only on the quality of the decomposition of outlines of parts
into elementary contours. Figures 10 and 11 illustrate the
initial image (logo) and the reconstructed images starting
from the descriptors of all shapes. The good reconstruction
is due to the values of the parameters d and the angle «
equal respectively to Spixels and 150 °. The same results are
obtained for another logo illustrated by figures 12 and 13.

VI. CONCLUSION

In this paper, we proposed firstly an XML syntax for writing
shape descriptor which is obtained after its decomposition into
parts and separating lines and their description. The second
contribution is the decoding and drawing of shape starting
from its XML descriptor.

The proposed method is implemented. The quality of the
drawn shapes depends on the quality of their description.
The reconstruction of regular images (as industrial logos) is



Fig. 12. The initial image

Fig. 13. The reconstructed image

done with high quality. The next step of this work is the
reconstruction of real images starting from their segmentation
into regions and the coding of texture and degraded color of
regions.
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