
Efficient representation of size functions based
on moments theory

Djamila Dahmani1 & Slimane Larabi1 & Mehdi Cheref1

Received: 14 October 2018 /Revised: 4 April 2019 /Accepted: 5 June 2019 /
Published online: 1 July 2019
# Springer Science+Business Media, LLC, part of Springer Nature 2019

Abstract
Nowadays, there is a need to develop efficient and intuitive solutions such as hand gestures
recognition for the Human-machine interaction. This paper presents a hand gestures recognition
system based on salient geometric features extracted using size functions theory. We propose a
new representation of the reduced size function based on Tchebichef moments providing more
details and information for their graphs descriptions compared to existing representations. In
addition, a methodical algorithm of fast Tchebichef moments computation for grey scale images
is well adapted to the encoded graph of size function. Furthermore, a contour discretization
based on a convexity approach is proposed for an optimal computation of the measuring
functions, and new measuring functions for hand gestures classification and retrieval are
proposed. The comparison with existing systems indicates that our method competes with the
best ranked method for the dynamic case and surpasses the state of the art in static case; in
addition it presents the advantage to be applied in both static and dynamic cases.

Keywords Hand gestures recognition . Size function . Texture . Color . Tchebichef’s moments

1 Introduction

The need to conceive efficient and intuitive solutions of interaction between human and
computer systems increases with the evolution of our smart environment. Touch-less interac-
tion provides new interaction paradigms, where the hand gestures constitute an appealing
alternative. Vision based gesture recognition is an easy and effective way to human machine
interaction, which does not use any physical contact, since only a web camera is required. It
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has extensive applications such as sign language interpretation and learning, teleconferencing,
robotics, computer games, and virtual reality and consists generally of three main steps: hand
detection, hand feature extraction, and finally hand gesture recognition and classification.

Hand shape recognition is a complex problem because such recognition must locate hand
with no prior information regarding its size, rotation, background and lighting. An efficient
hand gesture recognition system must be able to operate under different lighting conditions and
in a variety of complex backgrounds. A common technique to deal with this issue is to apply
restrictions on the user environments [13, 46, 48]. Furthermore, the hand gestures recognition
task is an extremely challenging problem. This is due to the fact that the human hand is a
complex articulated object with 27 degrees of freedom motion [12], which implies a great
number of 2D appearances depending on the camera viewpoint.

Different hand gestures models and abstract were developed in the area. They can be
sundered into two important classes:

– The first one is based on external sensors connected to the user [5, 6, 33]. Such systems
capture the gestures precisely but the process is invasive and sparsely natural for real
applications.

– The second class use video camera to capture and recognize the gesture. These systems
are more natural than the first class and can operate in uncontrolled environments. The
vision based methods can be divided into three great families the depth based [9, 22, 45],
colour image based [31] and shape based features [25, 47].

The aim of this work is to develop an accurate vision-based hand gesture recognition system
able to operate in uncontrolled environments under variable lighting conditions. The majority
of current hand detection methods use skin colour information. However, skin colour seg-
mentation is inadequately robust for dealing with complex backgrounds and rapid variation in
illuminations. To cope with this problem, we propose in this paper to employ in addition to the
skin colour clustering the skin texture cues modelled using both statistic and spatiotemporal
aspects. The obtained features are used to train a neural networks classifier (ANN) to detect
skin pixels. The segmentation approach was tested on hand gestures Cambridge database [28].

The rest of the paper is organized as follow; section 2 is devoted to the previous works in
action recognition along with some works based on persistent homology in pattern recognition
tasks. In section 3 the methodology of the proposed gestures recognition system is presented
and the proposed size function representation based moments is explained. Conducted exper-
iments and obtained results are shown and discussed in section 4. Finally, we conclude the
paper and give some future works in section 5.

2 Related works

A variety of methods and approaches were proposed in the area of gesture recognition.
Kobayashi and Otsu proposed in [30] a motion recognition scheme based on motion
feature extraction which used co-occurrence histograms of the space-time gradients of
3D motion shape in video sequence. This method, called Space-Time Auto Correlation of
Gradients (STACOG), was tested on various human action databases. Harrandi et al.
proposed in [18] an action and gesture recognition method based on spatio-temporal
covariance descriptors (Cov3D), and a weighted Riemannian locality preserving
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projection approach that takes into account the curved space formed by the descriptors.
The Cov3D descriptors are extracted from spatio-temporal window inside sample videos.
A boosting approach was used to search the windows to find subset which is the best for
classification. The weighted projection is then exploited to create a final multiclass
classification algorithm. Lui and Beveridge [34] developed human action recognition
method based on the representation of videos as a tangent bundle on Grassmann
manifold. Videos are expressed as third order tensors and factorized to a set of tangent
spaces. Tangent vectors are then computed between elements on a Grassmann manifold
and exploited for action classification. In the same family of tensor-based methods, Su
et al. [41] proposed a technique for handling classification of video sequences in unequal
length of time, namely Spatial-Temporal Iterative Tensor Decomposition (S-TITD) for
uniform length. In the same class of methods Hsieh and Lin developed an action
recognition approach based on dual-complementary tensors [19]. The input video is
normalized into dual tensors. One tensor is obtained from the raw video volume data
and the other one is obtained from the histogram of oriented gradients (HOG) features.
The previous cited methods have an advantage to do not require foreground detection or
tracking, but they can be used in tasks when the hand posture recognition is necessary.

Outside of the tensors based approaches, Baraldi et al. [1] proposed hand gesture
recognition system based on dense trajectories and hand segmentation, and Barros
et al. [2] developed a dynamic gesture recognition and prediction system. The
classification and prediction modules are based on Hidden Markov models and
dynamic time warping. These methods have an advantage to deal with static and
dynamic hand gestures recognition tasks, but they depend strongly on the efficiency
of the hand region detection and tracking.

Hand gesture features extraction in our approach is inspired by shape-from-functions
techniques. These techniques explore the topological shape’s aspect provided by a set of real
functions defined on it, and chosen to extract its salient geometric features. The size function
theory is an efficient mathematical tool in this class of methods. It is derived from the persistent
homology which is an algebraic concept for quantifying topological features of functions or of
shapes [15]. Size functions were used for 3D object recognition [36], for 2-dimensional
matching [3] and for shapes comparison under subgroups of projective groups of differential
invariants [8]. The dimension of size graphs which can be arbitrarily very large, and the
quantification of the most important information contained in the encoded graph of the reduced
size function still presents challenges for researchers in the application of size function theory
for shape comparison and classification.

Our approach differs from previous related works, the main contributions are:

– A new representation of size functions is proposed; it is based on the description of size
functions using moment’s theory. A methodical algorithm to compute faster the
Tchebichef moments for grey scale images was adapted to the encoded graph of size
functions.

– Efficient contour discretization for computation of the measuring functions using the
convexity approach. The convexity approach used reduces the dimension of size graphs
while preserving the shape geometry.

– Proposition of new measuring functions for hand shape description and retrieval.
– Hand region segmentation process based on texture and colour attributes which allows to

the system to be operational in different lighting conditions.
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3 Proposed approach

In this section we will present in Fig. 1 the general architecture of our gesture recognition
system. It is composed of many important steps:

– Hand region detection and location in video frames, is based on colour and texture
attributes along with an artificial neural networks classifier (ANN). More details will be
presented in the section 4.

– Recognition method is based on size function theory [15]. The main idea in the
theory is to compare shape proprieties described by real geometric functions,
defined on topological spaces associated to the “objects” to be studied. In formal
settings that mean a shape is presented by (X, φ), where X is topological space,
and φ : X→ R is continuous function called measuring function. Every pair (X, φ)
is called size pair. The size function is a shape descriptor encoding of the 0th
Betti Number in the sublevels sets of X induced by φ [7].

We introduce the basic concepts in the theory of size functions, in section 3.1.

3.1 Brief review of size functions theory

Given a size pair (X,φ), the reduced size function

ℓ X ;φð Þ : x; yð Þ∈R2 : x < y
� �

→N∪ ∞f g:

Can be defined by setting ℓ(X,φ)(x, y) as the number of connected components of the set
Sy = {P ∈ S :φ(p) ≤ y} containing at least one point of Sx.

From the computational point of view, the discrete size pair (X,φ), is a size graph(G,φ),
where G(V(G),E(G)) is finite graph where V(G) and E(G) denotes the sets of vertices and
edges respectively, and φ : V(G)→ R is a measuring function labeling the nodes of the graphG

Fig. 1 Flowchart of the proposed hand gestures recognition system
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. Algorithm 1 gives the required steps for calculating reduced size function ℓ(X, ϕ).

An example is presented in Fig. 2. The function ~ϕg is the normalized function of the
function ϕg representing the distance between the center of gravity g of the hand shape and the
points extracted from the hand shape contour X, defined by the formula:

~φg ¼
φg−φmin

g

φg−φmax
g

ð1Þ

Where ϕg
min and ϕg

max are respectively the minimum and maximum of the function ϕg. The

reduced size function ℓ~ϕg
generated by the measuring ~ϕg function is invariant to scale

transformation.
The domain of size function ℓ~ϕg

in Fig. 2d is divided into regions which size function is

constant.
Given size pair (X,φ), the study and the computation of size function can be restricted to

the triangular region Δ where Δ = {(x, y) :φmin ≤ x < y ≤φmax}, φmin and φmax are respectively
the minimum and maximum of the function φ,as it was established in [44].

In order to quantify the information obtained by the reduced size function which is
represented by infinite points of a triangle containing finite classes of integer values, some
research efforts were deployed. The important one was the representation developed by Frosini

Fig. 2 a Points of a shape contour X, b Points pi with ~ϕg pið Þ≤y in yellow and the points pi with ~ϕg pið Þ≤x in red
(x, y are given distances), c Graph of the size function ℓ~ϕg

with ℓ~ϕg
x; yð Þ ¼ 5, d the size function ℓ~ϕg
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and Landi [16] which proposed a combinatorial representation using corner points, then
considered as formal series. The size function was compared using the matching distance
[7]. In [26], the authors proposed to use the eigenspace information using principal component
analysis (PCA). Finding a compromise between a good quantification of information held in
size functions and computation load still is an important challenge for researchers in size
functions representation.

In this paper we propose to use the Tchebichef moments to collect the salient information
held in size functions. In the following we explain the principle steps of our approach.

3.2 The proposed representation of the reduced size functions

The reduced size function ℓ(X, ϕ) can be entirely determined in the triangle Δ defined in
the section 3.1, which contains all the relevant information about the shape under study.
In addition, the reduced size function is finite and strictly positive [43], therefore we
propose to describe the features of reduced size functions by computing the Tchebichef
moments on its encoded –graph. Moments are scalar quantities used to characterize any
function and to capture its significant features. From the mathematical point of view,
moments are ″projections″ of function onto polynomial basis [14]. The main idea in this
paper is to describe information contained in a 1-dimentional size function, by comput-
ing the orthogonal Tchebichef moments from its graph consisting of labelled triangles.
Two size functions represented by Tchebichef moments vectors can be compared by
using different metrics, including Euclidian distance. The Tchebichef moments are
calculated using the method proposed in [40]. The algorithm is based on slice intensity
representation of grey scale images. By analogy, we adapt this algorithm for the encoded
graph of size functions. In the following we present the essential steps of our approach.

3.2.1 Convexity approach to hand contour shape discretization

Despite its beautiful formulation, in the continuous case the size function needs in
depth contour discretization to reach best results. We use in this work the convexity
approach based on the Douglas–Peucker polygon [10] associated to the original hand
shape. The Douglas-Peucker algorithm is an efficient method to obtain a smooth
contour on a finite number of vertices encoding the local geometries of the object
such as the eccentricity which are the most important conditions discussed in [43] to
extend the theory from the ideal continuous case of the size functions to the discrete
one (see Fig. 3). Moreover by defining the measuring function on an object with
well-known topology (polygon) we can cope with changes in the different topologies
of original hand shapes. The Douglas-Peucker algorithm [10] reduces the number of
points in curve that is approximated by a series of points. The measuring function is
then defined on these selected salient points (see Fig. 3b) this also allows reducing
the time costs of the size function algorithm.

3.2.2 Measuring functions

A measuring function is considered to be adequate if it produces a size function able
to distinguish between different hand shapes. In this paper, we propose to use two
families of measuring functions:
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a) Distances from points

The first family {φp} of measuring functions used is the distances from points. Let (o, e1, e2) be
the Cartesian reference frame associated to the image.

Let p(xp, yp) ∈ R2, and γ is the outline of the hand shape.
We define a measuring function φp : γ→ R as:

φp x; yð Þ ¼ d p; x; yð Þð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x−xp
� �2 þ y−yp

� �2
r

ð2Þ

Five points were selected in this paper, the center of gravity of the hand shape and the four
points of the minimum rectangle enclosing the hand shape (See Fig. 4).

b) Projections

The second family {φθ}of measuring functions used in this paper is based on the different
perpendicular projections of the outline hand shape on the lines Kθ, whereKθ is the line passing
through the center of the gravity of the hand shape G = (xG, yG), and which forms an angle θ
with the horizontal axis of the reference frame associated to the image (see Fig. 5).

The coordinates of the projection point Q = (xQ, yQ) can be obtained from the coordinates of
the point P = (xP, yp) by the eqs. (3) and (4).

xQ ¼ xG þ xp−xG
� �þ yP−yGð Þtanθ

1þ tanθ2
� � ð3Þ

yQ ¼ yG þ xp−xG
� �þ yP−yGð Þtanθ

1þ tanθ2
� � tanθ ð4Þ

Where tanθ represent the tangent of the angle θ.
Then the measuring function φθis defined as:

φθ Pð Þ ¼ d Q;Gð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xQ−xG
� �2 þ yQ−yG

� �2
r

ð5Þ

where d is the Euclidian distance.

Fig. 3 a The original hand shape, b the Douglas-Peucker polygon associated to the hand shape with selected
salient points
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If we consider all possible values of the angle θ, the family {φθ} can give a complete
description of the outline’s hand shape, but practically only seven angles were selected 10 ° ,
40 ° , 60,130 ° , 160°,175° and 200°.

3.2.3 Tchebichef moments representation of size functions

The encoded graph of size function contains all information about its corresponding measuring
function and the geometric properties that it translates. We propose to quantify this information
by computing the Tchebichef moments of the encoded graph to faithfully represent all the
information held in the size function. Figure 6 illustrates an example of two encoded graphs of

Fig. 5 The perpendicular projection

Fig. 4 The five points selected
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the same hand shape of two different size functions corresponding to the measuring functions:
the distance from the center of gravity and the distance from the right top point of the
minimum area rectangle enclosing the hand shape. Each value of the size function is
represented by a color in its encoded graph.

Differently from the original approach where the size functions are considered as formal series
and determined by a finite set of 2D-corner points and lines (points and lines of discontinuities)
[7], and where the values of the size function are not taken into account, our representation
captures all different values that the size function can take and their emplacement in the plane.

For the computation of the Tchebichef moments we use the method proposed in [40] for
grey-scale images. The authors show that their proposed method can speed up the computa-
tional efficiency as far as the number of blocks is smaller than the image size. However the
region of interest (Δ) in the encoded graph of size functions (see section 3.1) is constituted
from small number of regions with the same integer value j (see Fig. 6). As a result, the
algorithm in [40] is well appropriate in our case.

The algorithm is based on a number of steps that we have modified as follows, for
mathematical proofs of results refer to the article [40].

& Step 1.

The decomposition of the region of interest namely the reduced size function ℓφ(x, y) defined
on Δ = {(x, y) :φmin ≤ x < y ≤φmax} on into series of two level images ℓφi(x, y)(Blocks inside the
triangle Δ which have the same value) is given by eq. (6).

ℓφ x; yð Þ ¼ ∑
L

j¼1
ℓφ

j x; yð Þ ð6Þ

Where L is the number of slices (equal to the number of the different values of the given size
function). The method used is based on the algorithm PIBR proposed in [39].

& Step 2.

Computation of the Tchebichef polynomials values at corners at each block using the
recurrence formula (7) [37]:

Fig. 6 The encoded graph of size function for two different measuring functions (the distance from the right top
point and the distance from the center of gravity) for the same hand shape
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tn xð Þ ¼ α1tn x−1ð Þ þ α2tn x−1ð Þ for n ¼ 1; 2;…:;N ; x ¼ 2; 3;…;
N
2

ð7Þ

and

tn 0ð Þ ¼ −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N−nð Þ 2nþ 1ð Þ
N þ nð Þ 2n−1ð Þ

s
tn−1 0ð Þ; tn 1ð Þ ¼ 1þ n nþ 1ð Þ

1−N

	 

tn 0ð Þ;

t0 0ð Þ ¼
ffiffiffiffiffi
1

N

r ð8Þ

Where N =φmax the maximum of the measuring function φ and so the dimension of ℓφ(x, y), and:

α1 ¼ −n nþ 1ð Þ− 2x−1ð Þ x−N−1ð Þ−x
x N−xð Þ ;

α2 ¼ x−1ð Þ x−N−1ð Þ
x N−xð Þ

ð9Þ

Finally the computation of the vector Rn δbið Þ is performed using the formula proved in [40].

Rn δbið Þ ¼ tnþ1 x1;bi þ δbi
� �

−tnþ1 x1;bi
� � ð10Þ

δbi is the number of pixels in each block bi; δbi ¼ x2;bi−x1;bi þ 1
� �

, where ðx1;bi ; y1;bi ) and
x2;bi ; y2;bi
� �

are the left-up and the right-bottom coordinates of the block bi.

& Step 3.

It was proved in [40], that Tbi
nm the Tchebichef moment of block bi can be given by the formula:

Tbi
nm ¼ Sn x1;bi ; x2;bi

� �
Sm y1;bi ; y2;bi

� � ð11Þ

where

Sn x1;bi ; x2;bi
� � ¼ ∑x2;bi

x¼x1;bi
tn xð Þ; Sm y1;bi ; y2;bi

� � ¼ ∑
y2;bi
y¼y1;bi

tm yð Þ ð12Þ

Sn x1;bi ; x2;bi
� �

and Sm y1;bi ; y2;bi
� �

correspond to the sum of the discrete Tchebichef polyno-

mials values according to the axe (Ox) in the segment x1;bi ; x2;bi
� �

; and according to the axe

(Oy) in the segment y1;bi ; y2;bi
� �

respectively. Underline that Sn x1;bi ; x2;bi
� �

and Sm y1;bi ; y2;bi
� �

could be calculated in a similar manner.
The 1-dimensional Tchebichef moments vector of each block can be written as

Vm x1;bi ; x2;bi
� � ¼ s0 x1;bi ; x2;bi

� �
; s x1;bi ; x2;bi
� �

1;…; sm−1 x1;bi ; x2;bi
� �� �t ð13Þ

It was showed in [40] that Vm is the solution vector of the linear system eq. (14).

Um δbið Þ ¼ −AmVm x1;bi ; x2;bi
� � ð14Þ
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where the vector:

Um δbið Þ ¼
�
R0 δbið Þ;R1 δbið Þ;…;Rm−1 δbið Þð Þt ð15Þ

whose coordinates are obtained in step 2, and.
Am is m ×m lower triangular matrix given by:

Am ¼
g1 1; 0ð Þ ⋯ 0

⋮ ⋱ ⋮
g1 m; 0ð Þ ⋯ g1 m;m−1ð Þ

0
@

1
A ð16Þ

g1 n; n−1ð Þ ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n−1ð Þ 2nþ 1ð Þ
N−nð Þ Nþ nð Þ

s
ð17Þ

The matrix Am is invertible so we can obtain easily the solution of the system (14).

& Step 4.

Computation of Tchebichef moments valuesTnm of the region Δ of the size function using the
equations:

Tnm ¼ ∑
L

j¼0
Tnm jð Þℓφ j x; yð Þ ð18Þ

where Tnm(j) is (n +m)th order of Tchebichef moments of the encoded graph region of value j.
Then we can compute Tnm(j) using the formula

Tnm jð Þ ¼ ∑
K−1

i¼0
Tbi
nm jð Þ ð19Þ

Where K is the number of blocks of slices j in the region Δ and the Tbi
nm jð Þ are determined in

the step 3.

3.2.4 Recognition framework

At first reduced size ℓ~ϕg
function is represented by the Tchebichef moments vector computed

from its associated encoded graph. The Tchebichef moments order is determined
experimentally.

The classification task is performed using SVM classifier. The SVM classifier is extended
to obtain class probabilities [32], in this paper we use the three first classes with the strongest
probabilities.

The SVM classifier is trained as follows:
For each hand posture or gesture class c we note ψC the matrices computed from the

Tchebichef moments of the encoded graph of size functions obtained from the different
measuring functions presented previously (section 3.2.2). These measuring functions are

The elements
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computed from the training images corresponding to the hand posture or gesture class c. To

train the SVM the matrix ψC is used as the 1 labelled training data and ψC
ˇ the matrix

computed from the Tchebichef moments of the encoded graph of size functions on the training
images not corresponding to the hand posture class c is used as the 0 labelled training data.

4 Experimental results

4.1 Experimental setup

We evaluate our techniques using two separate data sets:

4.1.1 Triesch static hand postures database

This database consists of 10 hand posture signs (see Fig. 7) performed by 24 subjects against
uniform light uniform dark and complex backgrounds [42]. Since there are no color values of
pixels available in Triesch static hand postures database. In our system, posture recognition is
carried out independent of complex backgrounds.

Images of Triesch static hand posture dataset are in grey scale sized to 128 by 128 pixels.
To extract their external contour we equalize the histogram grey levels of the image, we apply
after a 5 × 5 Gaussian filter. Image segmentation is carried out using the global threshold filter.
Finally the morphological operation (erosion and dilation) are applied and using the region of
the hand gesture we extract the outline hand shape (see Fig. 8).

4.1.2 Cambridge hand gesture data set

The Cambridge hand gesture dataset [28] is composed from 900 image sequences separated
into nine hand gestures classes. The dataset is divided in five sets of illumination, that it is
illustrated in Fig. 9.

Fig. 7 The 10 hand posture signs from the Triesch database performed against light and dark background
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4.1.3 Cambridge hand gesture database segmentation

Hand segmentation from image sequences is an important stage for gesture recognition using
the shape based methods. It has a direct impact on the accuracy of the hand shape description
and the classification process. The majority of approaches proposed for the recognition of
gestures in Cambridge hand gestures dataset use the tensor-based methods, [28–30, 38, 41].
Only few works in the literature have attempted to segment this dataset, among the most recent
we can cite [1, 2].

In this work we use to complement the skin color characteristics, the skin texture cues. This
allows distinguishing between the skin regions and the light regions in video sequences due to
the five different types of illumination contained in this data base.

Fig. 8 Example of contour extraction for Triesch dataset. From left to right and top to bottom: Original image,
Histogram equalization, Smoothing with Gaussian filter, Erosion, Dilatation, Contour extraction

Fig. 9 The Five sets of illumination of Cambridge hand gestures dataset [28]
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The use of color and texture information collectively has strong links with the human
perception and in many practical scenarios the colour alone or texture alone is not sufficiently
robust to accurately describe the image content [20]. To characteristic the colour, the chromi-
nance components blue and red Cb and Cr are used, along with the hue H and saturation S
components from the HSV colour space. The representation of the texture is based on two
aspects: The spatiotemporal aspect using the Gabor filters [21], and the statistic one based on
the Grey-Level Co-occurrences Matrices (GLCM) with the first 13 Haralick indices [17].

Skin colour modelling The orthogonal color spaces (YCbCr, YIQ, YUV, YES) reduce the
redundancy present in RGB color channels and represent the color with statistically indepen-
dent components [24]. In this work the first color space used is YCbCr.

The YCbCr represents the color as luminance Y and Cb , Cr the blue and red chrominance.
Where the values Y, Cb and Cr are given by the relations:

Y ¼ 0:299 Rþ 0:587Gþ 0:114B
Cb ¼ 128−0:168736R−0:331264Gþ 0:5B
Cr ¼ 128þ 0:5R−0:418688G−0:081312B

8<
: ð20Þ

The second color space used is HSV color space. The hue and saturation components are
deeply inspired by human perception. The HSV color space is obtained by a nonlinear
transformation of the RGB color space, given by equations below:

ifmax R;G;Bð Þ≠min R;G;Bð Þthen :

H ¼

60� G−B
max R;G;Bð Þ−min R;G;Bð Þ if R ¼ max R;G;Bð Þ

60� g−b
max R;G;Bð Þ−min R;G;Bð Þ þ 120 if G ¼ max R;G;Bð Þ

60� g−b
max R;G;Bð Þ−min R;G;Bð Þ þ 240 if B ¼ max R;G;Bð Þ

8>>>>>><
>>>>>>:

ð21Þ

S ¼ max R;G;Bð Þ−min R;G;Bð Þ
max R;G;Bð Þ ð22Þ

else H ¼ S ¼ 0

Skin texture modelling Texture is an important characteristic used in identifying regions of
interest in image. In this work we combine spatiotemporal aspect with the statistical one.

At first an RGB patch of an image frame in video sequence is converted to HSV color space
(using the formulas (21) and (22) cited upper). After, the Gabor filter transform is applied to
the obtained HSV patch. Wavelet transform could extract both the time (Spatial) and frequency
information from a given signal. Among kinds of wavelet transforms, the Gabor wavelet
transform has both the multi-resolution and multi-orientation proprieties. Moreover the simple
cells of the visual cortex of mammalian brains are best modelled as a family of self-similar 2D
Gabor filters. The 2-D Gabor filter is defined as [21].
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with

xθ ¼ xcosθþ y sinθ et yθ ¼ y cosθ−x sinθ ð24Þ

where θ is the orientation of the major axis of the elliptical Gaussian, f the frequency, and σx,
respectively σy are the standard deviation of the Gaussian envelope along x, y axes respec-
tively. The Gabor filters used are from different orientations from 0 to π, with a step of π

6.

Then, the obtained patches are converted to grey scale images for computing the co-
occurrences matrices (GLCM) [17]. Grey-Level Co-occurrences Matrices (GLCM) [17] is
one of the most widely used approaches for the texture feature extraction and analysis.

Each value x at coordinate (i,j) in a Co-occurrence matrix Pd, θ represents the frequency of
the grey levels i and j separated by a given distance d and in a given direction θ. Formally for
an N ×M image f the normalized GLCM Pd, θ is given as:

Pd;θ i; jð Þ ¼ n;mð Þ : f n;mð Þ ¼ i; f nþ dcosθ;mþ d sinθð Þ ¼ jf gj j
N �M

ð25Þ

Fourteen features were extracted by Haralick [17] from the (GLCM) to characterize texture. In
this paper the first 13 indices are used namely(Angular Second Moment, Contrast, Correlation,
Variance, Inverse Difference Moment, Sum Average, Sum Variance, Sum Entropy, Entropy,
Difference Variance, Difference Entropy,Info. Measure of correlation 1, Info. Measure of
correlation 2). Since rotation invariance is a primary criterion for all these statistics (indices),
a kind of invariance can be obtained for each of these statistics by assigning their mean to the
four directional co-occurrence matrices.

So the 13 indices are extracted from average matrix of the co-occurrences matrices
(GLCM) computed with distance d = 1 and four different orientations 0, π

2 ;π; and
2π
3 . The

maximum correlation coefficient was not calculated due to computational instability.
Finally the characteristics vector composed by the 13 Haralick indices, Cb, Cr, H, and S for

the color representation is used to train Artificial Neural Network classifier(ANN) for skin
pixel detection.

The neural network is deployed with patch size 8 × 8 (pixel). However, during the detection
process, since the images in the video sequences of the Cambridge hand gestures dataset [28]
are small, the analysis patch is 4 × 4 (pixel) in size.

After running many simulations, the architecture of the best ANN obtained is with 17 input
nodes, 4 Hidden Layers and 6 neurons. The correct prediction rate on the test data is about
98.89%. The Fig. 10 shows an example of obtained results.

Since the segmented hand has the largest area, the widest contour has been drawn and, to
smooth out its shape, we used a median blur filter.

4.2 Performance of our proposed approach based Tchebichef moments

In order to compare the performance of our proposed representation based moments with the
original representation of corner points, we test the recognition performance on hand postures
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of Triesch database of two size functions inducted from two measuring functions namely the
distance from the center of gravity and the distance from the right bottom point of the
minimum rectangle of hand shape (see Fig. 11). The Tchebichef moments were calculated
up to 7th order. The hand postures of Triesch database were classified using 1-nn classifier and
the distance used is the Euclidian distance, with the same protocol used in [23]: 8 subjects in
the reference dataset and 12 remaining subjects in the test data-set.

The obtained results show that for both measuring functions and for most letters, the best
recognition rate was achieved with the proposed representation based moments, despite the
fact that the order used is relatively small namely up the 7th order, except for the letter B in the
size function corresponding to the distance from the center of gravity measuring function and
letter Y in the size function corresponding to the distance from the right bottom point
measuring function. We can see also that the letters B, C, I, L and V were not recognized at
all using the corner point representation of the right bottom point size function, while we
obtained a recognition rate more than 10% using the Tchebichef moments and who has even
reached 100% for some letters. In both cases the global recognition rates are low; this is due
the 1nn classifier used.

4.3 Results on the Triesch database

The classification was performed using support vector machine classifier (SVM) as it was
explained in the previous section 3.2.4. We trained the SVM’s on each of the 10 hand signs of

Fig. 10 Example of segmented images from Cambridge dataset
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the Triesch database. The SVM’s received as input a vector of the 12 size functions
corresponding to the distance measuring functions and projections (see section 3.2.2).
Each size function is represented by a Tchebichef moments vector up to 7th order
with 36 coordinates. Different types of SVM kernels were tested (polynomial, Gauss-
ian and linear). The linear support vector machine gave the best results. The Fig. 12

Fig. 11 a The centre of gravity size function, b Right bottom point of the minimum rectangle size function

Fig. 12 Recognition rates in Treisch database
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presents the detailed results for each letter. We noticed that for 6 letters out of 10, the
recognition rate was 100%. Low rates are obtained for the letters G and H. Mostly
our approach obtained a recognition rate of 94.58% in user independent scheme; the
persons in the training database are different from those in the test database. The
convexity approach in the outline’s discretization for the computation of the measur-
ing functions, allowed the system to cope with the different anatomies of hands of
different persons.

Another manner to illustrate the results obtained by the proposed hand gestures recognition
system is the computation of the confusion matrix. Table 1 presents the confusion matrix
obtained when testing the proposed system on Triesch database [42].

We remark that the letters G and H are the most confused letters in the proposed hand
gestures recognition system because of the similarity between the two letters. Six letters among
10 letters were recognized entirely.

Additionally, some metrics are computed to measure the classification performance of the
proposed system. The metrics used are: Recall, Precision, F-measure and Specificity. The
computed metrics are presented in the Table 2.

It is interesting to underline that the selected metrics highlight different aspects of the
pattern classification methods. The obtained results are generally satisfactory.

Finally, we have compared our results with the pertinent state of art works for hand postures
recognition in Treisch database: Modified Census Transform [23], Eigenspace representation
of size function [26], Fourier Descriptor with K-NN classifier [4].

In our system we respect the same protocol used in [23], 8 subjects in the training
dataset and 12 remaining subjects in the test data-set. The conditions of the system in
[23] were not clearly specified; otherwise the method in [26] was tested on two datasets:
the Triesch database, and an Irish sign language dataset, where the user should wear a
colored glove. In the technique in [4], some restrictions were imposed among them: the
gestures should be realized over a desk and the users wear long sleeve clothes. Table 3
shows the results obtained by each technique.

As the Table 3 shown, our method obtained the best result comparing to the other methods.
Compared to the eigenspace representation of size function proposed byKelly et al. (2010) in [26]
where the tests was performed on the same database with the same Protocol in user independent
mode, our representation of size functions based Tchebichef moments achieved a better result.
This is due to the robustess of our representation wich by the computation of Tchebichef moments

Table 1 Confusuion Matrix obtained on Triesch database

a b c d g h i l v y

a 1 0 0 0 0 0 0 0 0 0
b 0.01 0.95 0 0.02 0 0 0.01 0.01 0 0
c 0 0 1 0 0 0 0 0 0 0
d 0 0 0 1 0 0 0 0 0 0
g 0 0 0 0 0.83 0.17 0 0 0 0
h 0 0 0 0 0.21 0.79 0 0 0 0
i 0 0 0 0 0 0 1 0 0 0
l 0.05 0 0 0 0 0 0 0.87 0 0.08
v 0 0 0 0 0 0 0 0 1 0
y 0 0 0 0 0 0 0 0 0 1
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on the encoded graph of size functions take into account all the different values of the size function
and their coordinates in the plane.

4.4 Results on the hand gestures Cambridge database

For the gestures recognition system, each gesture in the Cambridge database is considered as a
set of pertinent postures (partial gesture), We train SVM’s for each pertinent posture using a
feature vector of the Tchebichef moments up to 7th order applied to the 12 size functions on
pertinent posture frames. The gesture is then recognized through the SVM classification of the
pertinent postures that compose it.

Table 4 presents the confusion matrix obtained, when testing the proposed gesture recog-
nition system on Cambridge database. The last column of the matrix indicates the 9 different
classes of gestures in the database.

We remark that 5 gestures among 9 were correctly recognized. We remark also that
generally the confusion is the most important for the gestures with strong correlation in the
hand postures frames, as for example for the gestures spread- Contract and flat -Contract, or
gestures V-shape-Rightward and Flat-Rightward.

We note however, some exceptions, as for example for the gestures flat-Contract and V-shape-
Rightward this is principally due to the bad segmentation of the hand region in a few videos images.

We also present in the Table 5 some quantitative results using the measures selected in
Table 2, in order to evaluate the proposed hand gestures recognition system when testing on
the Cambridge database.

The different metrics give satisfactory results which reflect a good performance of the
proposed system.

The obtained results are then compared with some techniques proposed in the litterature
which respect the experimental procedure described in [28], the set 5 for training and the other
sets for testing, namely: Tensor Canonical Correlation Analysis (TCCA) [27], Product Man-
ifolds (PM) [35], Tangent bundles (TB) [34], space–time auto-correlation of gradients
(STACOG) [30]; spatio-temporal covariance descriptors (Cov3D) [18]; DTW+CSURF [2],
Dense Trajectories (DT) [1], Spatial-Temporal Iterative Tensor (STIT) [41],(D-C T) Dual
complementary tensors [19]. Table 6 shows the results comparison.

Our method obtained a best result than 7 methods among the 9 methods cited, and the same
result as the Spatial –Temporal Iterative technique (S-TITD), only the Dual Complementary

Table 3 Comparison between different techniques applied to the Triesch database

Techniques Rate (%)

MCT [23] 92.79
Eigenspace Size functions [26]
Fourier Descriptor K-NN [4]

91.8
93.3

Size functions based moments 94.58

Table 2 Quantitative evaluation of the proposed system on Triesch database

Measures Recall Precision F-measure Specificity

Obtained Results 94.4 93.81 94.1 93.13
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tensors technique (DC-T) achieved a better result than our approach. Differently from all the
techniques cited, in our method a hand segmentation process was developed. The segmentation
approach proposed can be applied for different databases performed against complex back-
grounds. All the techniques cited in the Table 3 apart from DTW+CSURF and (DT) techniques,
are based on the pixel intensity change in video, so they do not take into account the shape
deformation.. Our model is based on the topological aspect of the hand posture shape and can be
useful in different hand gestures recognition systems, where a huge of hand shapes composed the
gesture. This capability is not be possible with the pixel intensity change methods.

4.5 Time computation performance

The computation time in the proposed hand gestures recognition system was optimized using
two approaches. The first one was in the contour discretization using the convexity approach
based on Douglas-Peucker polygon [10]. This approach allows to the system to calculate the
measuring function values only in some selected points, and to reduce the size graph algorithm
of the size function computation. The second approach was in the Tchebichef moments
computation algorithm proposed in [40] for grey-scale images and which we well adapted to
the encoded graph of size function. The algorithmic complexity of the Douglas-Peucker
polygon is polynomial of degree 2. The algorithmic complexity of the method proposed in
[40] has a polynomial complexity of degree1 according to the number of blocks. In the case of
the encoded graph of size functions, the number of blocks is generally small, which allows to
faster the computation of the Tchebichef moments. We use Python to implement our proposed
method, the computation time is measured on Intel Core 3 2.27 GHZ CPU.

The Table 7 presents the average computational cost performance against some related
works in Triesch database [42]. The computation time is presented per single image.

We remark that the proposed method is faster than the related works when testing in the
hand postures recognition task, in Triesch database.

In Table 8, we present the computation time performance of the proposed hand gestures
system in Cambridge database compared to some related works.

Table 4 Confusion Matrix obtained on Cambridge database

FL FR FC SL SR SC VL VR VC Hand gestures classes

FL 1 0 0 0 0 0 0 0 0 FL: Flat-Leftward
FR 0 0.9 0 0 0.05 0.05 0 0 0 FR: Flat-Rightward
FC 0 0 0.85 0 0 0.05 0.02 0.05 0.03 FC: Flat-Contract
SL 0 0 0 1 0 0 0 0 0 SL: Spread-Leftward
SR 0 0 0 0 1 0 0 0 0 SR: Spread-Rightward
SC 0.01 0 0.08 0.02 0 0.85 0 0 0.04 SC: Spread-Contract
VL 0 0 0 0 0 0 1 0 0 VL: V-shape-Leftward
VR 0 0.07 0 0 0.03 0 0 0.9 0 VR: V-shape-Rightward
VC 0 0 0 0 0 0 0 0 1 VC: V-shape-Contract

Table 5 Quantitative evaluation of the proposed system on Cambridge database

Measures Recall Precision F-measure Specificity

Obtained Results 95.93 94.44 95.17 95.43
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The computation time of the proposed approach is interesting compared to the low material
performance used.

4.6 Unknown hand gesture classification

It is interesting to test the performance of a hand gestures recognition system face to unknown
hand gesture. In the proposed hand gestures recognition system, the classification is performed
using an extended SVM to obtain class probabilities (see section 3.2.4). The algorithm tends to
classify the unknown gesture to the closest existent class, but this classification is carried with
very small probability. In this case, it will be judicious to reject the gesture rather to classify it
with an important probability of error. In order to test the proposed system face to these
situations, we have varied the threshold of acceptance and reject, according to the probability
that the gesture is in the assigned class. If this probability is inferior to the threshold the gesture
is rejected else it is classified. Table 9 presents the results obtained for different thresholds,
when testing on some unknown gestures in Cambridge database [28].

We remark that if we impose to the unknown gesture to be assigned to a gesture class only
if the corresponding probability is superior to a given threshold, the system can be able to
distinguish the inappropriate or erroneous gestures from the true gestures of the database.

4.7 Discussion

In this section we present the advantages and disadvantages of the proposed method
against some related works. This comparison is carried out firstly according to the new
size function representation based on Tchebichef moments and secondly according to the
architecture of the proposed hand gestures recognition system. The size function repre-
sentation based on set of corner points is inspired by the algebraic representation of size
functions as formal series [16]. This representation has an advantage to reduce all the

Table 7 Computation time comparison in Triesch database

Techniques Hard used Computation time

Eigenspace Size functions [26] 2.16 GHz Intel Core 2 CPU. 60 ms
Fourrier Descriptor (knn) [4] 2GHz PC 10 ms
Proposed method 2.27GHZ Intel core 3CPU 5 ms

Table 6 Comparison between different techniques applied to the Cambridge database

Techniques Rate

(TCCA) [27]
(PM) [35]

0.82
0.88

(TB) [34]
(STACOG+Sobel) [30]
(Cov3D) [18]
DTW+CSURF [2]
(DT) [1]
(S-TITD) [41]
Size Functions based moments

0.91
0.92
0.93
0.93
0.94
0.95
0.95

(D-C T) [19] 0.97
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information held in size functions in the computation of finite set of points and to do the
shape comparison using the matching distance developed in [7]. A corner point (u, v) is
encoding the level u at which a new connected component is born and the level v at
which it get merged to another connected component. Consequently the combinatorial
representation based on corner points do not take into account the value of size function
at the point (u, v), and so do not translate all the information held in the encoding graph
of the size function. On the other hand, a given size function graph has not always proper
corner points. A further critical insight is the existence of a pairing in which positive
simplices mark the appearance (birth) of topological features while negative simplices
mark their disappearance (death) as indicated in the survey [11]. D. Kelly et al. proposed
to use the eigenspace information using principal component analysis (PCA) [26]. This
representation has an advantage to be very efficient for reducing the dimensionality of
data. However, PCA assumes that the principal components are a linear combination of
the original features. If this is not true, PCA will not give sensible results. In this paper
we propose to use the Tchebichef moments to collect the salient information held in size
functions. Moments are scalar quantities used to characterize a function and to capture its
significant features [14]. So it will be appear judicious to describe the size functions
using moment’s theory The main advantage of the proposed representation is that it takes
into account all the information held in size function. The most important disadvantage is
that the computation of the Tchebichef moments can be very expensive in time compu-
tation. This disadvantage was be seriously reduced when adapting the algorithm pro-
posed in [40] to faster the computation of Tchebichef moments.

The architecture of the proposed hand gestures recognition system contains three important
steps (hand region location, features extraction and classification). The hand segmentation and
location in the image video is based on the color and texture attributes along with an artificial
neural networks ANN. Differently from the segmentation methods proposed in [1, 2] which
depend to the Cambridge database, our proposed segmentation method has an advantage to be
applicable for any another hand gestures database. The important inconvenient of the methods
based on hand region segmentation according to the methods cited in [18, 19, 27, 30, 34, 35,
41], is that the recognition accuracy depends strongly on the hand region segmentation
efficiency. However the intensity change pixel methods have a disadvantage to don’t take
into account the hand postures recognition task, the system proposed can be applied to hand
gestures and postures recognition.

Table 9 Rejection rate with unknown gestures on Cambridge database

Threshold 0.1 0.2 0.3 0.4 0.5

Rejection rate 45% 52.5% 67.5% 75% 82.5%

Table 8 Computation time comparison in Cambridge database

Techniques Hard used Computation time

DTW+Csurf [2] unknown 79.75 ms
DT [1] Work station i7–2600 CPU that runs at 3.40 GHz 1091,71 ms
DT [1] Embeded system ARM processor (Cortex A15 and A7) 787,68 ms
Proposed method 2.27GHZ Intel core 3 CPU 4576 ms
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5 Conclusion

This study proposes a new representation of reduced size functions which is based on the
computation of the Tchebichef moments from the size function’s encoded graph. The encoded
graph of size function contains all information about its corresponding measuring function and
the geometric properties that it translates. The computation of the Tchebichef moments from
the encoded graph captures all different values that the size function can take and their
emplacement in the plane. A proposed technique for the computation of the Tchebichef
moments from grey scale images is adapted in our system for the region of interest in the
encoded graph of size functions. This allows speeding up the computational efficiency of
Tchebichef moments.

The shape contour discretization is one of the problems posed in the size function theory. To
deal with this problem our model uses the convexity approach technique to select the salient
points that can represent the hand shapes.

In addition we propose a set of measuring functions, which proved to be interesting in the
hand shapes classification. We also introduce an accurate hand region segmentation process
based on color and texture attributes of skin pixels to detect hand in video frames.

Our segmentation technique can be applied in different databases with complex back-
grounds and under variable lighting conditions.

Compared of the other state-of –the- art methods in both the Cambridge Hand Data and the
Triesch database, our method competes the best ranked methods, which proves that it can deal
with static and dynamic gestures.

In future research, we plan to adapt our approach to real time. This is motivated by the
increasing interest in ego-centric human-machine interfaces.
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