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The Preface

Welcome to this new issue the Visual Computing Magazine, where we present a chronicle of artificial intelligence (AI) through
a selection of landmark developments from 1955 to 2011 (part 1).
Some of the contributions in this issue are presented in a comic style. This creative format brings these stories to life in a

visually dynamic way and provides an entertaining perspective on complex technological advancements.

We begin with the work of A. Turing (Computing Machinery And Intelligence, 1950) and the proposal made during
(Dartmouth conference, 1955). This event marked the birth of Al as an academic discipline.

The year 1958, (The Perceptron), saw a major breakthrough for neural networks with the introduction of the concept of
machine learning and advanced the pattern recognition.

The late 1960s marked a breakthrough in robotics with (Shakey the Robot, 1966), a pioneering project in the field of
autonomous machines. Likewise (ELIZA, 1966), presented the first natural language processing, reflecting the challenge of
approximating interaction with the machine.

In 1969 (Representation of Knowledge in Al, 1969), a significant shift occurred in the way artificial intelligence researchers
approached the concept of knowledge representation. In 1972, (Logic Theorist and Automated Reasoning System)
illustrated the power of machines to solve complex logical problems, while (MYCIN, 1976) applied Al to medicine, showing the
potential of expert systems.

In 1997, the world saw (IBM's Deep Blue) defeat world chess champion Garry Kasparov, a symbol of Al's ability to challenge
human expertise.

In 2006, the (Deep Belief Nets) algorithm demonstrated the potential of deep learning, which would revolutionize the

Al landscape.

Finally, In 20m, (IBM Watson) triumphed on the game show Jeopardy, demonstrating natural language understanding and the
growing ability of Al to address real-world challenges.
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CHRONICLE OF ARTIFICIAL INTELLIGENCE

EVENT: Computing Machinery And Intelligence, 1950
A. KACI AISSA, R. NINE , MASTER 2 VISUAL COMPUTING , USTHB

THE IMﬁiﬁﬁUN GAME
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THE GOAL IS FOR THE INTERROGATOR TO WHO'’S THE
BY ONLY ASKING TO BOTH CONTENDERS
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ELIZA, AN EARLY NATURAL LANGUAGE
PROCESSING PROGRAM CREATED BY

WAS DESIGNED TO PASS THE TURING TEST

THE ANALYTICAL ENGINE HAS N[l PHETENSII]NS T0 URIGINATE
ITCAN DO WHATEVER WE KNUW HI]W TO ORDER IT TO PERFORM

Reference:
e A M. TURING, L—COMPUTING MACHINERY AND INTELLIGENCE, Mind, Volume LIX, Issue 236,
October 1950, Pages 433-460
° ELIZA--A Computer Program For the Study of Natural Language Communication Between Man and Machine,
Joseph Weizenbaum , 1966
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EVENT: Dartmouth Conference Proposal, 1955
Y. BELAIDI, K. MAZROU, MASTER 2 VISUAL COMPUTING, USTHB

Dartmouth College, 1955
In the conference room at Dartmouth College in Hanover,
New/Hampshire, a group of pioneers in artificial
intelligence gather to launch an ambitious project.
Their goal: to explore the possibility of simulating every
aspect of human intelligence with machines.

John
McCarthy
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EVENT: Dartmouth Conference Proposal, 1955
Y. BELAIDI, K. MAZROU, MASTER 2 VISUAL COMPUTING, USTHB
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EVENT: Dartmouth Conference Proposal, 1955
Y. BELAIDI, K. MAZROU, MASTER 2 VISUAL COMPUTING, USTHB

also use an artificial

language so that the
machine can
communicate its
hypotheses and test
its ideas.
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EVENT: Dartmouth Conference Proposal, 1955
Y. BELAIDI, K. MAZROU, MASTER 2 VISUAL COMPUTING, USTHB

This historic meeting made history by giving birth to
artificial intelligence. It was at Dartmouth College, during
the summer of 1955, that these visionary researchers laid

the foundations of an entirely new scientific field.

Reference: A Proposal for the Dartmouth Summer Research Project on Artificial Intelligence. August 31, 1955.
John McCarthy, Marvin L. Minsky, Nathaniel Rochester, Claude E. Shannon.
https://doi.org/10.1609/aimag.v27i4.1904
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EVENT: The Perceptron, 1958
L.R.BOUGUERA, MASTER 2 VISUAL COMPUTING, USTHB

Computer science class

Finally, I've finished

fixing the time machine,
and we can go see how
the PERCEPTRON was
created.

he discussed two philosophies : "the coded memory o s T e
theorists", who believe the brain stores everything in s \ X L/
a static, fixed way, or the "connectionists", who see \ ~/
the brain as storing the essence or idea of things A
dynamically ~

\ The connectionists won!!

Visual Computing Magazine, Vol. 2, Issue3. Page o9



Visual Computing Magazine

CHRONICLE OF ARTIFICIAL INTELLIGENCE

EVENT: The Perceptron, 1958
L.R.BOUGUERA, MASTER 2 VISUAL COMPUTING, USTHB

Refmu

Serves as a sensory input layer

The first model of the PERCEPTRON

WKRRAR

After receiving a
response, we get
feedback to determine
whether A2 assigned
the sensory input to the
correct level or not

For A2, we can think of
it as an elevator that

assigns each sensory = Hopefully, you've learned

input to a specific level 4/ - something new today!
(response). Y

Reference: Rosenblatt, Frank. "The Perceptron: A Probabilistic Model for Information Storage and
Organization in the Brain." Psychological Review, vol. 65, no. 6, 1958, pp. 386-408.
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EVENT: SHAKEY THE ROBOT, 1966
S.TAREB, A.KHOUAS, MASTER 2 VISUAL COMPUTING, USTHB

Well , am Mr Charles
Rosen, the head of the
development of Shakey

Hi !'i am shakey,
the first robot that
used Al in history,
A and that was at SRI

in the 1960s

Shakey is tasked with
moving The box to close
the door D4, i am gonna
explain all the steps !

Shakey needs to gather
data about its environment in
order to plan and navigate

effectively !.

\N . T}
.
shakey’s pov L e
— 4 5

_m— Bump detector °

Measure the distance to

the box and stop if

bumped into it
Range Basic Map
Finder
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EVENT: SHAKEY THE ROBOT, 1966
S.TAREB, A.KHOUAS, MASTER 2 VISUAL COMPUTING, USTHB

— e STRIPS

STRIPS (Stanford Research Institute
Problem Solver) is used for task planning.
It takes the current state of the world and
generates a sequence of actions to reach

the goal.

wuuuuuwlvvnl‘l‘\mre—\
== R SRR R AR \
‘A—-""l._'v. "v ) "’ = \\\\\\

Shakey is attached to an external
computer using his radio antenna

. GOTO(D5)
. GOTHRU(Ds)

« GOTO(D3) :
« GOTHRU(D3) : a &

* BLOCK(D4,BOX) >
. Hmm, I need to figure out the best way
to move the box to Door D4!

Shakey’s plan using
STRIPS

Did you know? STRIPS was one of the first Al planning algorithms and is still

used as a foundation in modern robotics and game design
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EVENT: SHAKEY THE ROBOT, 1966

S.TAREB, A.KHOUAS, MASTER 2 VISUAL COMPUTING, USTHB

e e Pathfinding using A*

Shakey needs to figure out the
best way to move from its current
location to the box and then to
the door.

This involves navigating
around obstacles.

A* is a pathfinding algorithm that calculates the
shortest path between two points

D2 —

Hmm it’s seems that
there is a new box here !

I detected it using my 4
sonsors, oh  have to
__'eplane everything §/

I don’t want Shackey to do a great job he is
my enemy ! I am gonna put a new box in I
its path so he won’t move !

D6 )
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EVENT: SHAKEY THE ROBOT, 1966

S.TAREB, A.KHOUAS, MASTER 2 VISUAL COMPUTING, USTHB

Shakey uses its sensors to detect this
new box. The Modified Hough
Transform is a ARTIFICIAL
INTELLIGENCE algorithm that
helps Shakey detect objects in its
path and adjust its movement
accordingly.

STRIPS is re-applied with the new data, which
includes the newly detected box.

simplified structure idealized model
+ GOTO(D6)

+ GOTHRU(D6)

+ GOTO(Dy4)

+ GOTHRU(D4)

+ BLOCK(D4,BOX)

—— D 2 —

D Oh Mr Ninja am :@:
I too smart to fall in E
your trap! and of = =
2P Y, course I did it ! DB
H > | Shakey

% Sl
05 ROOM4 I
r— ROOM2 D4
D6
1
ROOM4
——

Reference:

https://cyberneticzoo.com/cyberneticanimals/1967-shakey-charles-rosen-nils-nilsson-bertram-raphael-et-al- american/
https://ethw.org/Milestones:SHAKEY:_The_World%E2%80%9gs_First_Mobile_Intelligent_Robot, 1972
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EVENT: ELIZA Program, 1966
KADIRI HADJER, MASTER 2 VISUAL COMPUTING, USTHB

It's exam season, and Lara is heading to the library
as usual to study.

.‘.L@ﬂﬂﬁlﬂll
gy~
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EVENT: ELIZA Program, 1966
KADIRI HADJER, MASTER 2 VISUAL COMPUTING, USTHB

77

AT

e

=

o/
What's
THAAT 11
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EVENT: ELIZA Program, 1966
KADIRI HADJER, MASTER 2 VISUAL COMPUTING, USTHB

Hii.. I'm ELIZA, the Ist chatbot ever created I

in History I
N | cebuted in 1966 at MIT

I .thanks to Joseph Weizenbaum l

I'm designed to
simulate a Rogerian

to help people
express themselves
more freely

| can show
you, if you'd
like

Why are you I'm feeling lost.!
feeling lost?
Can you explain a
little more ?

What part of it feels so Everything feels so
overwhelming? overwhelming.

B - =
Reference: Joseph Weizenbaum

ELIZA—a computer program for the study of natural language communication between man and machine.
Communications of the ACM, Volume 9, Issue 1, pages 36 — 45. https://doi.org/10.1145/365153.365168
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EVENT: Representation of Knowledge in Al, 1969
A. ADLAOUI, A. BELLOULA, MASTER 2 VISUAL COMPUTING, USTHB

g
SO
I ALNEEDS A GEN
o REPESENTATION

Chapter 1:

Representation

of knwoledge
In Al

Mccarthy recognized

that early Al struggled
with representing the

world-and adapting to
dynamic environments.

il
Il ‘n‘luUW‘HUMI\IIJI!| T

By developing formal
logic systems and the
concept of sub-automata,
McCarthy laid the

groundwork for machines

to model problem-solving.
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EVENT: Representation of Knowledge in Al, 1969
A. ADLAOUI, A. BELLOULA, MASTER 2 VISUAL COMPUTING, USTHB

Understanding causality allowed Al to predict outcomes and strategize,

enabling systems to achieve goals across various states.

STRATEGY| [
EXECUTION [y}

ST
“
e

i3+ 0]

Can the robot achieve his target if the
situation is X ?

McCarthy's vision of Al
shaped the foundational

principles of reasoning
systems, influencing the

development of modern

intelligent machines.
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EVENT: LOGIC THEORIST AND AUTOMATED REASONING,1972
Ismail Belkcemi & Lokmane rouibah , Master 2 Visual Computing,USTHB

The First Artificial Intelligence Program

What is Logic Theorist?

- The first Al system designed for automated reasoning,.
- Proved 38 of the first 52 theorems in Principia Mathematica.
- Found new, shorter proofs for some theorems.

How It Was Created ?

4(.57/}%/ by : nade by :

PR@BLJEM {é
SOLV! NG

o«iu"lA T

Herbert Simon
Allen Newell Cliff Shaw

"" coNcEP‘l‘ U\JL

@ LL
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EVENT: LOGIC THEORIST AND AUTOMATED REASONING,1972
Ismail Belkcemi & Lokmane rouibah , Master 2 Visual Computing,USTHB

The First Artificial Intelligence Program
How Does It Work?

Input: Process : Oufput:

* Run automated ’,f%
reasoning system

\$
”#,a”a * Applies inference
rules ““mﬂ /)z

\ﬁﬂ * Proof faild

* Proven

Successes Limitations

- Demonstrated the feasibility of - Restricted to propositional logic.
automated reasoning. - Struggled with

- Proved complex theorems. more complex problems.

- Dependent on
pre-programmed rules.
- no ability to generalize.

Reference: Newell, A., & Simon, H. A. (1972). Human problem solving. Prentice-Hall
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EVENT: MYCIN,1976

H. SAAD, M. MEZIANI, Master 2 Visual Computing,USTHB

RULE-BASED
EXPERT SYSTEMS

THE MYCIN £
HELURISTIC

NFO
ot

Introduction

MYCIN is an early example of a
computer-based expert system
developed to assist medical
professionals in diagnosing and
treating bacterial infections MYCIN book Dr. Edward H. Shortliffe

MYCIN was designed to address challenges in infectious
disease diagnosis, particularly in selecting effective antibiotic
treatments

How does MYCIN work?

MYCIN’s architecture is consisting of over 450 IF-THEN rules
capturing medical expertise regarding bacterial pathogens

Expert System ‘ ’
s
i"

L
User Knowledge
ST intatacs Inference Base” <
m Engine

User Human Expert
Patients \ y Doctors
. . -
Visual ComputingMagazine, Vol. 2, Issue3. Page 22 =1
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EVENT: MYCIN,1976
H. SAAD, M. MEZIANI, Master 2 Visual Computing,USTHB

Consultation System

Users enter symptoms, lab results, and case details.
MYCIN uses backward chaining to ask relevant questions and arrive at recommendations.

Start
Static Database \l/
 Rules Dynamic Dafabase
* Properties of _
arameters —————CoEliaepoIETEy e | * Patient Data Table
* Properties of * Context Tree
context types <l> * Dynamic Data

* Tables
« Lists ) /
Explanation

program

. \ Rule- acquisiﬁon
Exit program

Model of Inexact Reasoning

* Introduced certainty factors (CFs) to handle probabilities and uncertain data.
* CFsallow MYCIN to weigh evidence and rank potential diagnoses.

This system was innovative for its time, as it made the reasoning processes of expert systems
transparent. Today, this ability to explain decisions is a key principle in the development of
explainable AI (XAI), which aims to make intelligent systems more understandable and reliable,
particularly in critical fields such as medicine.

Reference: Edward H. Shortliffe, Computer-Based Medical Consultations: MYCI.
Intelligence Artificial Series. 286 pp., Elsevier, New York, 1976

Visual ComputingMagazine, Vol. 2, Issue3. Page 23




Visual Computing Magazine

CHRONICLE OF ARTIFICIAL INTELLIGENCE

EVENT: IBM’s Deep Blue Defeats Garry Kasparov, 1997
Y. ABOURA, M. LATIF, MASTER 2 VISUAL COMPUTING, USTHB

: i ‘ 2 o T ,,I,
§4\QOH’;@H@HQ765 i

\ ’ p———
WELCOME, PEAR SPECTATORS!

1997: A HISTORIC MATCH
BETWEEN DEEP BLUE:
IBM'S CHESS-PLAYING

SUPERCOMPLUTER,
AND GARKY KASPAROV
THE REIGNING
WORLD CHAMPION.

")

w

ON THE LEFT, WE HAVE PEEP BLLUE,
IBM’S GROLINCPBREAKING
CHESS-PLAYING SLIPERCOMFPLITER -
BLILT WITH CLUSTOM HARDWARE DESIGNED

SPECIFICALLY FOR CHESS, IT CAN
ANALYZE
MILLIONS
\ OF POSITIONS

PER SECOND,
A TRUE MARVEL

N NOF TECHNOLOGY.
N\ e ECH

N

AR

ol 3

i

AR g2

SSRGS

AND ON THE RIGHT,
| THE REIGNING WORLD CHAMPION,
GARRKY KASFPAROV,:

HE'S FACED 1IBM'S FAKLIER CHESS
COMPLTERS AND EMERGED
VICTORIOUS-BLUT WILL HE TRILMPH £
AGAIN, OR HAS THE MACHINE FINALLY ?
CALIGHT UP?

LET THE BATTLE BEGIN

—
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EVENT: IBM’s Deep Blue Defeats Garry Kasparov, 1997
Y. ABOURA, M. LATIF, MASTER 2 VISUAL COMPUTING, USTHB

T

PEEF BLUE
CALCULATES
MILLIONS OF
MOVES PER
SECOND
USING THE
MINIMAX AL-
SORITHM TO
CHOOSE THE

WITH ALPHA-BETA
FRUNING TO sKIF 4
WEAKER MOVES ANz
PRE-COMPLUTEDR
ENPSAME DATABAS-
ES, IT'S A TRUE
CHESS POWER-
HOUSE!

SR )

. 1

Reference: https://www.ibm.com/history/deep-blue
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EVENT: A fast learning algorithm for deep belief nets, 2006
Y.CHELBI, A. AOUDJ, MASTER 2 VISUAL COMPUTING, USTHB

RBM

A BIT OF CONTEXT

1990 - 2000

Shallow
Networks

1990 - 2000
Deep
Networks

1990 - 2000

Deep Belief
Networks

THE DEEP BELIEF

NETWORK

Visual ComputingMagazine, Vol. 2, Issue3

The deep belief networks
revolution was mainly possible
thanks to the efforts of the 2024
physics Nobel Prize laureate.

GEOFFREY HINTON

RESTRICTED BOLTZMANN
MACHINE (RBM)

visible layer : input data

Hidden layer of RBM:
Captures underlying
patterns

Page 26
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EVENT: A fast learning algorithm for deep belief nets, 2006
Y.CHELBI, A. AOUDJ, MASTER 2 VISUAL COMPUTING, USTHB

GREEDY LAYER-BY-LAYER
TRAINING:

Visible Layer  Hidden Layer
Visible Layer Hidden Layer

® O
Training the first S
layer of RBM Training the second
Step1 layer of RBM
Step 2

Visible Layer = Hidden Layer

The entire network
is fine-tuned using
. oo supervised learning
techniques like
backpropagation

L= 7 Last step
Training the third layer of RBM

Step 3

Visual ComputingMagazine, Vol. 2, Issue3 Page 27
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EVENT: A fast learning algorithm for deep belief nets, 2006
Y.CHELBI, A. AOUDJ, MASTER 2 VISUAL COMPUTING, USTHB

EXAMPLE OF APPLICATION ON
MINST DATASET

A “DBN” network applied to the MNIST dataset for
classification purposes gave us the following results:

True True: 2 True True: 0 True: 4
Pred: 2 Pred: 0 Pred: 4
The true data represent
the label of the test data
True True: 4 True: 9 True: True: 9
Pred: 4 Pred: 9 5 Pred: 9

o

The predicted data
represent the label that
the model generated

Al ]7

Reference: Geoffrey E Hinton 1, Simon Osindero, Yee-Whye Teh A fast learning algorithm for deep belief nets.
Neural Computing. 2006 Jul;18(7):1527-54. doi: 10.1162/nec0.2006.18.7.1527.
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EVENT: IBM Watson and Jeopardy!, 2011
W.ABBOUD, Y. SAADOUNE, MASTER 2 VISUAL COMPUTING, USTHB

DIES AND GENTLEMEN, WELCOME TO
Teorarpy!: THE TBM CHALLENGE! TobAY, =
WE HAVE SOMETHING TRULY SPECIAL. LET'S ;

WELCOME OVR REIGNING CHAMPIONS

WE'RE PLAYING AGAINST A
OUR CHALLENGER... WATSON, . | MACHINE? WHAT IS THIS, SOME
IBM’'s arniFiICIAL
INTELLIGENCE PLAYER!
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EVENT: IBM Watson and Jeopardy!, 2011
W.ABBOUD, Y. SAADOUNE, MASTER 2 VISUAL COMPUTING, USTHB

SERIOVSLY, COVLDN'T
THEY FIND ANY REAL

PLAYERS TO BEAT VS BEGIN! HERE'S THE

FIRST QUESTION :

~ THIS SHAKESPEARE PLAY
FEATURES A DANISH PRINCE

Visual ComputingMagazine, Vol. 2, Issue 4 Page 30
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EVENT: IBM Watson and Jeopardy!, 2011
W.ABBOUD, Y. SAADOUNE, MASTER 2 VISUAL COMPUTING, USTHB

BEGINNER'S
Luek!

I use NLP tools to analyze the question

and identify key clues, like ‘Danish
prince’ in the Shakespeare clue.

Then, I search my database and use

pattern-matching algorithms to generate

possible answers, such as Hamlet,

Macbeth, and Othello

Visual ComputingMagazine, Vol. 2, Issue 4

TECHMIQUES TO ANALYZE THE QUESTION AND
A PROCESS CALLED DEEPQA TO UNCOVER THE

Se:

& B
iamlet’  “Orthello”  “Macbeth” “HAMLET" .

LUCK? HARDLY. 1 USE ADVANCED AI

BEST ANSWER.

Q\

arch for relevant
terms

PR

8 X

extract
passages

relation extraction

"DANISH PRINCE"

4 R

For each hypothesis, I gather evidence using
text mining and document scoring, checking
for relevance to the question. Tools like named

entity recognition (NER) help verify links,
such as Hamlet being strongly tied to ‘Danish
prince.
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EVENT: IBM Watson and Jeopardy!, 2011
W. ABBOUD, Y. SAADOUNE, MASTER 2 VISUAL COMPUTING, USTHB

I use over 400 scorers to evaluate evidence based on factors
like similarity, relevance, and context .
Machine learning models then rank the answers by

confidence, with Hamlet scoring the highest

I perform type evaluation to

confirm the top answer fits the

category , like ensuring Hamlet is

How can you be sure

that your answer fits a Shakespeare play, matching the

the question ? question about a ‘Danish prince,

+400 scorers Combine
Scores

vy,

~ - e .
\ - A
2 ~ = DY), - "
N 2y L
Ca‘cul‘ale Threshold
Confidance Tuning

s
earch for the
est scores

before i buzz in , | calculate my
confidence in the top answer.
If it's high, | buzz in; if low, | hold back.
Threshold tuning ensures | maximize
my chances of winning

Visual Computing Magazine, Vol. 2, Issue4 Page 3
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EVENT: IBM Watson and Jeopardy!, 2011
W.ABBOUD, Y. SAADOUNE, MASTER 2 VISUAL COMPUTING, USTHB

FOR MORE CHECK : EXPLAINING WATSON: POLYMATH STYLE.
' WLODEK ZADROZNY, VALERIA DE PAIVA, LAWRENCE S. MOSS.
PROCEEDINGS OF THE TWENTY-NINTH AAAI CONFERENCE ON ARTIFICIAL

INTELLIGENCE, 2075.

AND THE WINNER (N
TONIGHT'S GAME
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